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NOTES FROM ADVANCED MONITOR WORKSHOP

DIM & EQUIVALANCE

Dim always starts at sector 4800. Equi immediately after.

Dim entry 20 positions
Disk address
sector count
loading address
entry address
record mark or group mark

Load add = 5@999-)non-core image, flag on units position-ploaded
by subroutine supervisor.

Last position may be flagged to indicate file protection and perm.
assignment.

SEQUENTIAL PROGRAM LIST

Cylinder 99, indicates availability of disk storage. Must corres-
pond with Dim table. System table editor may be used to check
correspondance.,

WORK AREA
1) Used for assemblies and compilations
2) Used for FORTRAN disk I/0 logical record 1 starts at sector 219.
3) Sectors 0-199 used to store F I/0 and arith for overlays.
l4) Sectors 200-218 used to store DK I/0.

5) Going back from end of work area--local tables and locals for
mainline if necessary.

GENERAL USE OF DUP

1) Whenever disk sector address required drive code must be
specified. (1, 3, 5, or 7)

2) First job card after multi-drive definition must contain
module change codes.

3) All packs used by system must have splist-dlabl--beware of
4800 in Dim entry 3.

FORTRAN SUBPROGRAMS IN SPS

Linkage
B3TM Name,«#+11
DSA A’B’..Q
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Indicator Record

S DS ,%+101

bC 6,987898,5=S

DAC 6, NAITEDb, 7-S

DVLC  22-8,5LAST,2,ff
2,kk,5, ENIAY-6,
5,0,30,0

pSC  17,0,0

DORG  $-100

DC 5,0
ENTRY . :
LAST DC 1,2 (even)
DETERMINATION OF DISK LOAD ADDRaSSES
1) Check for break in address assignment.

2) Look for series of constants to define disk control field.
3) Look for TRA--TCD
E.G. #1 Page 7 super-iort monitor I
DSC 1,1
DSA DS8AOL
DC 3,20
bC 6,1.02@
E.G. #2 Page 9 FII phase 1-A
K FPHADDA, 701
WN PHADDA, 702
TRA
TCD LDPHA
SEGMENTS OF FORTRAN
Phase I-A
1) Move blocks of I-B to work area for fast access.

2)
3)
L)
5)

Calculate memory size.
Initialize symbol table starting at 16000 with ##£++00000.
Store subroutine names in symbol table.

Initialize input area.
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6) Read control records and set indicators.
7) Read communications sector.
8) 1Initialize FORTRAN communication area.
Phase I-B
1) Read statement into chi.
2) Place record mark at end of statement.
3) Create symbol and name tables.
i) Create strings and store in work area.
Phase I-C
Storage Allocation

1) Store constants in work area (cyl zero) in system output format.
2) Replace pointer with address of constant.
3) Bring statement numbers into sym table.
lt) Place * at end of entry as storage is allocated.
5) Check for undefined statement numbers.
6) Allocate non-constant storasze.
Phase II

Generation of object code

1) In core (2213-10000),.string & symbol, manipulation routines,
housekeeping, statement number routine.

2) Secondary blocks (100000-14100), arithmetic translator, goto,
if, I/0, function intialization.

3) Tertiary blocks (14100-16000), variable subscripting, literal
sudoscripting, do.

EXAMPLE
A = -31#C123
1) Symbol table initialization

16000 F#£00000
16010 #*+¥*%*00000

L]

19990 F#+++00000




3)

L)

Page Iy

Symbol table entries start at 19999 and are 10 digits. FPFirst
5 are address of variable in name table. Last 5 are codes
indicating what 1s in name table.

Name table entries start at 16000 and are variable in length.
Create symbol and name table entries and generate string.

16000 U1 42 7103 71
16010 72 73 00 00 00

. .

19970 16 01 32 00 00 Cl23 Entry
19980 16 00 52 00 00 Bl  Entry
19990 16 00 12 00 00 4 Entry

7999 0133 0129 1998 0115 1997 0132

0133 =

0129 unary -
Q115 =3¢

0132 ;

Storage allocatlion

16000 41 L2 71 L3 71
16010 72 73 00 00 00

. L]

19570 0002920000
19984 0001920000
19990 0000920000

Jenerate object code through forcing table

oper Lv RV

= 60 59
unary - 5 0
P S )_‘_
H 0 50
79990133 0129 1998 U115 1997 0132
Scan LV of RV of
1 1999 0129
2 0133 1998
3 0115 0132

RVILV Generate and collapse string
LV of 0115 = 2 RV of 0132 = 60
generate

ST LOFAC, 19
BTM  FLEXP, 29

¢



1)

2)

3)
4)
5)

6)
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Collapse
A= -FAC
T999 0133 0129 0101 0132
LV of 0129 = 5 RV of 0132 = 60
Generate
BTM RSGN, O
Collapse
A = FAC
LV of 0133 = 60 RV of 0132 = 60
Generate
BTH. FRFAC, 9

FPORTRAN LOADER
Six Blocks

Initialization, read local cards, and build local taoles in
work area.

Save common ( to 21 sectors) and load mainline.
Load inéore subroutines.
Load library routines and flipper if necessary.
Load locals if necessary.

Restore common, check N1 & N2, move I/O and arith into work
area if necessary, and call in arith and 1/0.

. SEGMENTATION OF I/0

Monitor I

9 overlays
1 arith 18 I1/0

vionitor II

1)

Variable length same as monitor I.
1 arith, 1 read, 1 write

SUP=RVISOR

Handles all reading of supervisor phases sets up read, write,
or control function and executes it. Checks for error before
operation 1s executed. )

—

9




2)

6)

7)
8)

9)
10)

11)
S 12)

Error routine O brought in, If indicator 19 on. Updates error
counters on disk. In core with error routines.

irror routine O plus determines if error 1s disk or non-disk
error.

Lpror routine 1 disk error or cylinder overflow. If cylinder
overflow, DDA adjusted. Up to 9 retries if disk error.

Error routine 2 determines other I/0 errors and gives retry
if possible (card punch).

Brror routine l trap to nere if read caused input of #*¥* control
card. Transfer made to monitor.

Bring in SPS supervisor or checks for loader.
Brings in reloc loader.

Brought in by loader and examined for return-indicates wnat
source brought loader in.

Check if loader called by dup or monitor reread caller if
necessary.

dandles resading and prolessing of all monitor control records.

Relocating loader.



Electric Utilities Programs Team
of
COMMON
(nee IBM 1620 Users Group)

- Newsletter #26 October 20, 1965

The following were present at our October 7 meeting at the Americana Hotel
in New York City.
Larry J. Dupre, Centrdl Louisiana Electric Company
Barry J. Deliduka, Central Vérmont Public Service Corporation
L. E. Cox, Jr., Memphis Light, Gas and Water Division
Thomas H. Farrow, Jr,, Tampa Electric Company
Paul D, Folse, Tampa Electric Gompany
Richard W. Page, New York State Electric and Gas Corporation
Alvin L. Lipson, Virginia Electric and Power
George S. Haralampu, New Erigland Electric System
Jene Y, Louis, ILong Island Lighting Company
Stanley A. Clark, Public Service Company of New Hampshire
LeRoy Sluder, Jr., Long Island Lighting Company
Phillip R. Shire, Commonwealth Associates, Inc.
David C. Hopper, East Kentucky RECC
Robert F. Steinhart, IBM, New York
W. H. Morrow, Jr., IBM, New York
Carol Ziegler, Orange and Rockland Utilities, Inec.
R, A. Smails, Stone and Webster Service Corporation
O. B. Anderson, Jr., Southern Services, Inc.
J. E, Hernandez Betancourt, Puerto Rico Water Resources Authority
Herb Blaicher, Jersey Central Power and Light
Lutz P. Mueller, Jersey Central Power and Light
D. D. Williams, Baltimore Gas and Electric Company
Frank J. Wells, Long Island Lighting Company
Henry Mahlmann, Long Island Lighting Company
E. J. Orth, Jr., Southern Services, Inc.

Frank Wells, our Chairman, opened the meeting with a short business session.
The FIRST ITEM OF BUSINESS discussed was organization of the Team. The 1620
Users Group now goes under the name of COMMON and includes users of the 1130,
1800, and System/360 Models 30 and 4O. Those interested in utility applications
who have this hardware on order are automatically included in the membership of
our Team,

After considerable discussion, the group decided the best course would be
to keep one Team, and not fragment ourselves into groups interested in one
particular computer. The main reason for this decision is that our Team is a
problem oriented group. Just as the wide range of 1620 models (from Bikini to
late Victorian) has not interfered with discussion of our various problems, so
also should the various computers not interfere with our information exchange.

The small computers will always be around. While many of our members will
have access to a large computer in the accounting department, a small machine
such as the 1130 will be most useful to give immediate answers on small to
medium size jobs, and on jobs which require an immediate answer. There are




cases where a smaller computer such as the 1800 would be used as a terminal
for a larger centralized on-line computer.

Dick Page of New York State Electric and Gas Corporatlon raised the ques-
tion, "What does belonging to COMMON do for us?". That is, why meet when
COMMON meets? Al Lipson of Virginia Electric and Power Company explained the
value of the hardware sessions at the general meetings. Other advantages of
the general meetings are the sessions on operations research and statistical
techniques, and the in-depth discussions of software.

We might mention at this point as an item of interest for newer members that
the Utilities Team will not always meet in conjunction with the Eastern Region
of COMMON. There have been instances where we did not meet with the Users Group
at all., For instance, it has been our practice to meet at the biennial PICA
Conference and skip that Users Group meeting. Since our membership is nation-
wide, we try to hold meetings away from the Eastern Region on a regular basis
so that more folks from the West might attend. We meet twice a year.

While we are on the subject, our NEXT TEAM MEETING will be held at the Mid-
Western Region meeting in St. Louis, February 9, 10, 11 at the Chase Park Plaza.
A quick consensus of our members gave a thumbs down on meeting in Toronto at
the joint Canadian-Eastern meeting on March 20, We hear via the grapevine that
tutorial sessions on the 1130 and 1800 are to be held at the St. Louis meeting.

As a SECOND ITEM OF BUSINESS, Frank Wells informed the Team that due to
changing responsibilities he has left the sphere of computer applications and
is resigning Chairmanship of the Team. Frank appointed Ed Orth to act as
interim Chairman. Ed Cox volunteered to act as interim Secretary.

Frank appointed a three-man nominating committee consisting of Don Williams,
George Haralampu, and Al Lipson.

After the intermission, the nominating committee reported the nomination of
the temporary Chairman and Secretary as candidates for permanent Chairman and
Secretary, For your purposes, a ballot is attached to this Newsletter. Please
mark your choice, fold it as indicated, add a stamp, and drop it in the mail by
November 5.

Bob Steinhart of IBM distributed the LIST OF MODIFICATIONS TO THE 1620
ELECTRIC LOAD FLOW. A copy of this list is attached for those who did not
attend the New York meeting. Bob also commented on the Electric Load Flow for
the 1130, This program is under test at the present time, and will be available
during the first or second quarter of 1966, Minimm configuration is 8K core
with disk, card, and typewriter.

Concerning his modifications for the 1620 load flow, Ed Cox of the Memphis
Light, Gas and Water Division would like to emphasize that they will prevent
erroneous generator table overflows only when the number of generators in the
system plus the number of generator changes made on one case do not exceed the
table limits.

In order to clear up some rampant confusion on expected speed of the 1130
LOAD FLOW, Bill Morrow of IBM contacted Arno Glimm for us., Arno estimates that
the program will operate at 60 buses per second per iteration. That will make
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it roughly thirty times faster than the 1620 Model I load flow. Please note
that this is strictly an index of the solution time. Output medium (card,
typewriter, printer) should be taken into consideration in arriving at a final
ratio.

In answer to a request from George Haralampu of New England Electric Service
on IBM COMMITTMENTS FOR THE 1130, Bob Steinhart sends us the following informa-
tion.

"With respect to the 1130, the following are being prepared: MATHPAK,
COGO, Numerical Surface Techniques and Contour Map Plotting, and Statistical
System. MATHPAK is a set of FORTRAN subprograms for function evaluation,
matrix manipulation, ete, COGO is announced for availability during the
Third Quarter of 1966, the others during the Second Quarter. We are aware
of the need for an 1130 critical path scheduling program, but can say
nothing more on this subject at present. Both the 1130 and 1800 are
supported with FORTRAN, an assembly language, a monitor system for the disk-
oriented configurations, etc. The 1800, in addition, is supported with the
Time Sharing Executive System.

"System/360 now consists of Models 20, 30, 40, 44, 50, 65, 67, and 75.
All except Model 20 are exceptionally well suited for engineering and are
fully supported with FORTRAN and other programming systems. Announced
application program support includes the Scientific Subroutine Package
(like MATHPAK for the 1130, but more extensive) which will be available
this year, Project Management System (includes PERT), Mathematical Pro-
gramming System (includes linear programming), and General Purpose Simula-
tion System. The availability dates for the last three items have not yet
been amounced."

Concerning the 1800 LOAD FLOW, we hear that the 1130 source deck may be
assembled on the 1800, The 1130 load flow under test is also apparently iden-
tical to the 360 load flow, Specifications of the 1130 load flow were summar-
ized in Newsletter #23, dated June 18, 1965,

Bill Morrow had some interesting comments to make concerning IBM's EDUCAT ION
EFFORTS FOR THE 1130 AND 1800. He indicated that a "teacher's teacher" course
has been designed and distributed so that competence should now exist at the
District level for 1130 and 1800 courses. Concerning this matter of courses,
please carefully check background material assumed by the course. If the course
is not as promised, or if you have suggestions for improving the course of
material, please contact Bill Morrow. His full address follows:

A W. H, Morrow, Jr.
Program Administrator
Public Utilities-Engineering and Operations
112 East Post Road
White Plains, New York 10601
Bill will sincerely appreciate your comments. It is only through our feedback
that IBM can design the best possible course for their customers.

Quite a bit of conflicting information has been going around concerning
CORE REQUIREMENTS FOR THE ENGINEERING OPERATING SYSTEM. The latest word is
that the EOS requires the full operating system. Without commnications capa-
bility, minimum core requirements are 128K. With commnications, core
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requirements are 256K, Bill Morrow is sending us some material concerning the
EOS, We will forward it to the membership when it comes in. You also may wish
to check back Newsletters.

Phil Shire of Commonwealth Associates discussed some experimentation they
have done to hasten CONVERGENCE OF THE 1620 LOAD FLOW. He has not had mmch
success with a technique for random choice of acceleration factor. However,
mich better results were obtained by increasing alpha by 0.2 on the two buses
with the highest mismatch., Phil discussed three programs which he hopes to
get in the Library before too long. They are: 1) A steam distribution program
for steam networks, programmed in FORTRAN and SPS; 2) A column design program
using the AISC formulas, programmed in UTO FORTRAN; 3) A program for circuit
routing in power plants using dynamic programming techniques, coded in SPS.

Don Williams of Baltimore Gas and Electric Company gave a very interesting
discussion on MANAGEMENT INFORMATION SYSTEM3, telling us about the system being
worked up at his company. Of particular interest is their transformer load
management system., Don stressed the need for looking at the whole picture
ahead of time. He who jumps in and starts work without considering how all the
details fit together runs a great risk of going in all directions at once.

Don mentioned that Detroit Edison has mechanized the ordering of materials
and feeder design. That is, input data of so many miles of such and such con-
struction causes output of a compléte bill of materials including costs.

There is a very definite need for critical path techniques in a management
information system., When CPM plus the proper reporting techniques are built
in, management can tell almost on a day to day basis exactly what has been
done, what remains to be done, the items holding up the works, and money spent.
That is, management will not have to wait for this information to filter down
through the various channels. In its final form, such an information system
will place an inquiry station at the finger tips of top management.

Many believe that engineers are best suited to design such a total infor-
mation system due to their experience with the electrical system, and due to
the nature of their education. However, as Herb Blaicher of Jersey Central
emphasized, "Such a system assumes a high degree of sophistication at top
management. It is up to us to sell them through a proper education program'.
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Thus, our meeting.

With the changes wrought by COMMON, our Team is now the largest and most
active in our industry. The ferment generated by the various new generation
computers will produce many new ideas and methods. We are fortunate in our
industry that competitive interests do not hinder information and program
exchange. If our past success in the limited area of the 1620 is to be magni-
fied in our new and larger scope, we must continue in our efforts to commnicate
with one another.

This is our last Newsletter. Ed Cox will be taking over the Newsletter
along with the other duties of Team Secretary. We have enjoyed serving you all.
Let us all continue in our support of the Newsletter through our new Secretary.

el -
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In his moving from our ranks to fields of even greater achievement, Frank
Wells leaves us with a well-knit organization. The magnitude of his contribution
to our Team can be seen in the new applications we have discussed, attacked, and
conquered, and in the continuing cohesive spirit of the Team. Frank was one of
the original members of the Team, and has seen it grow from a fledgling group to

the present membership of 55 under his guidance. We wish Frank continued success
in his new responsibilities,

Sincerely,
70 Ot |

Ed Orth

Team Secretary

Southern Services, Inc.
PO Box 2641

Birmingham, Alabama 35202
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EDUCATIONAL APPLICATIONS OF MARK SENSING

by RICHARD D. ROSS AND TONY A. ROSS
UNIVERSITY OF MISSISSIPPI
COMPUTER CENTER
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EDUCATIONAL APPLICATIONS OF MARK SENSING

by Richard D. Ross and Tony A. Ross
University of Mississippi
Computer Center

The mark sense attachment to the IBM 519 Reproducer
has rapidly changed many aspects of the function of the
Computer Center at the University of Mississippi. This
attachment allows data to be mark sensed on IBM cards with
a special graphite pencil and then in turn punched into the
cards via the 519 Reproducer mark sense attachment.

Presently the University of Mississippi uses mark
sense cards for:

(1) Scoring of objective exams

(2) Scoring all Student Counseling test given to incoming
freshmen

(3) Used for completely automating test scoring and final
grade output for Army R.O.T.C.

(4) Used for student attendance record keeping

(5) Used for Athletic Association ticket information

The first two items listed above will be discussed
in detail in this paper and a brief mention of the last
three will be given.

University of Mississippi Test Scoring Program

The University of Mississippi Computer Center began
scoring objective tests on the computer in 1963. The test
scoring program that has been used was written by Robert M.
O'Brien of Northeastern University, Massachusetts. Mr.
O'Brien's program has been used extensively for the past
three years although it was found that his program has
certain limitations. These limitations are:

(1) Only 150 questions per test could be graded

(2) Only one correct answer per question was accepted
(3) VWeighting of questions was not permissable

(4) Batch test grading was not permissable

Al 1l of these restrictions have been removed from the
University of Mississippi Test Scoring Program (UMTS), and
some additional features have been added.

Given here is the University of Mississippi's Test
Scoring Program abstract as it will be sent to the 1620
Program Library in the immediate future.

Page 2
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PROGRAM ABSTRACT
TITLE: University of Mississippi Test Scoring Program (UMTS)
AUTHOR: Richard D. Ross

DIRECT INQUIRIES TO: Richard D. Ross, Director
Computer Center, Carrier 103
University of Mississippi
University, Mississippi
phone: area code 601-232-8368

DESCRIPTION: UMTS is a flexible means of scoring objective
exams taken on mark sense cards. It features a card output
patterned after the Northeastern University Test Scoring
Program by Robert M. O'Brien, Northeastern University, Mass.
A numerical grade for each student is published along with
a grade distribution (with mean and standard deviation)

and an exam analysis--indicating how many choices per
question were made and the percentage of correct answers
per question. UMTS has a maximum range of 500 5-choice
questions (10 cards) per exam with multiplicity of correct
answers permitted. In addition, each question may be
weighted with a weight value from 1 to 5.

UMTS allows for identification to be punched in columns
76-80 of each students grade card. This identification
is taken from columns 14-18 of the control card. One of the
most important features of UMTS is the speed. of grading each
students exam. Given below is speed of grading different tests:

No. of Tests No. of Questions Time in Seconds
100 50 93
100 100 120
100 150 155
100 200 190
100 300 260
100 400 330
100 500 400-

As you can see from the table, to grade 150 questions takes
approximately 1 1/2 seconds.

RESTRICTIONS /RANGE: No special instructions are required,
although TNF and/or Direct Divide can be used on computers
that have these capabilities. The maximum number of ques-
tions that may be graded is 150 questions for 20K computers.
and 500 questions for 40K computers.




Program Deck.
Control Card.
Card Columns
1-2
3-5

6-8

10

11

12

14-18

Page 4

INPUT

Data

Number of test cards per student
Number of questions on the exam.

Number of questions not to be
graded (this includes only those -
questions properly left blank).

"1" if the grade distribution and
exam analysis by section is desired.
Otherwise, a "0" or blank.

"1" if the grade distribution and
exam analysis by all sections
totaled together is desired.
Otherwise, a "0" or blank.

"1" if grade distribution is
desired on last card indicator.
Otherwise, a "0" or blank.

"]1" if name is to be omitted from
output, otherwise a "0" or blank.

Any data in columns 14-18 of header
card will be punched in columns
76-80 of each student's output
card. This could be used to give
the percent of the final grade

that this test will be and the test
number or any other identification
that is needed. Another possible
use for this output is to put the
instructor's initials or in some
four-letter cases, their last name.
If left blank, nothing will be
punched.

’5
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Page 5
3. Keys For The Exanm,
1C} The key cards for the exam are the same as the student
answer cards. They are of three types: major keys, secondary

keys, and weight cards.

A. MAJOR KEYS - Required
Contain the instructor's first choice of correct

answers. It must contain an answer for each question
to be graded. Questions not to be graded must be
left blank.

Columns 1-5 have a 99999,

B. SECONDARY KEYS - Optional
Contain alternate answers to those given on the
major keys. If a question on a secondary key card
is left blank, no alternate answer is assumed.
There can be 4 or less secondary key cards for
each major key.
Columns 1-5 have a 99998 for first alternate key,
99997 for second, 99996 for third, and 99995 for
the fourth alternate key.

C. VWEIGHT KEYS - Optional
If used, the weight key will have a weight for each
question answered on the major key. An answer A
on the weight key assigns that question a weight
‘Cm of 1; a B, a weight of 2; a C, a weight of 3; a
D, a weight of 4; an E, a weight of 5. If a
question is left blank, the weight is assumed to be 1.
Columns 1-5 contain 99994,

Column 30 of ALL the key cards contains:
1, if the card pertains to the first 50 questions
2, if the card pertains to the second 50 questions
3, if the card pertains to the third 50 questions
and so on, until
9, if the card pertains to the ninth 50 questions
0, if the card pertains to the tenth 50 questions

-~ Only one answer per question is allowed, but by using
the alternate key cards, if the student answers any one of
the correct answers he will get credit for that question.
Let it be stressed that one and only one answer is to be
marked per question. T

If any of the alternate key cards or weight cards
are not marked, they do not have to be read in, but if
they are read in they are ignored.

The order by which the key cards are read in after
the control card is of no consequence.

/ &
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4, Student Answer Cards.

Card Columns Data
1-5 Student number
6-23 Student name
24-25 Section number
26-29 Course number
30 Card number
31-80 Student's answers

The student's answer cards do not have to be in any
particular order. The only requirement is that all cards
for one student by read in together.

OUTPUT

1. Student s grade card

Card Column Qata

2-3 Section number

6-9 Course number

15-32 Student's name

39-43 Student number

49-51 Number of correct answers

57-59 . Number of incorrect
answers

65-67 Number of questions
omitted

72-74 Score

76-80 Any data in columns

: 14-18 of the control

card :

/7



2.

3.

Grade distribution cards.

Card Columns

2-3
6-9
35-37
48-50
61-63
74-76
Exam Analysis Cards.

Card Columns

2-3

6-9

14-16
23-26
32-35
41-44
50-53
59-62
68-71

78-80

Page 7

Data

Section number
Course number

Score

Frequency

Cumulative frequency

Percentile

Data

Section number
Course number
Question numbef
Number of A answers
Number of B answers
Number of C answers
Number of D answers
Number of E answers

Number of omissions

Percent of correct
answers to this question

Yo%




STUDENT COUNSELING CENTER TEST GRADING

The Student Counseling Center has converted all of
their test grading to mark sense IBM cards. This has
saved them much time and effort in giving pre-college
entrance tests and getting the results as soon as possible
after the last test is given. There were three programs
written for the Student Counseling Center to produce the
desired results. These programs are named:

(1) ACT AND MASTER CARD PROGRAM
(2) TEST CARD PREPARATION PROGRAM
(3) TEST SCORING STUDENT COUNSELING PROGRAM

The Student Counseling Center gives a battery of tests
and they are:

(1) Diagnostic Reading Test, form A, F, or H.
(2) Nelson-Denny Reading Test

(3) Abstract Reasoning

(4) Edwards

(5) Math Test

(6) Strong Entrance Test

The above tests range from 50 question tests to 225 question
tests for the Edwards and to 400 question tests for the
Strong Entrance Test.

Given here is the outline of the procedure for pre-
paring the tests to be given and a sample of the results.

Step 1. A master card should be made for every student
using the following format: '

Col. 01-05 Alpha Number
Col. 06-23 Name
Col. 26 Sex

- Col. 31-32 Age
Col. 34-35 Classification
Col. 38-50 Street Address
Col. 52-64 Home Town
Col. 66-78 State
Col. 8O0 Asterisk

Page 8

/7



O

The two digit classification in Cols. 34-35 will be
as follows:

01 Pre-College

02 Freshman

03 Sophmore

04 Junior

05 Senior

06 Transfer (Year 1)
07 Transfer (Year 2)
08 Transfer (Year 3)
09 Transfer (Year 4)
10 Graduate (Year 1)
11 Graduate (Year 2)
12 Graduate (Year 3)
13 Graduate (Year 4)
14 Liberal Arts

15 Business and Government
16 Engineering

17 Pre-Medicine

18 Pre-Pharmacy

19 Education

If an ACT card is available for the students, a com-
puter program labeled ACT AND MASTER CARD PROGRAM is avail-
able to prepare the master card and the ACT card that will
be used imn the test grading program later. The master card
will have all of the information in the correct Cols. with
the exception of age which is in Cols. 31-32 and this will
have to be punched in by hand. The classification is assumed
to be 01 for pre-college students. After the master cards
and the ACT cards are prepared from the original ACT cards,
the output is then sorted on Col. 80. The ACT cards will
fall in the first pocket of the sorter and the master cards
will fall in pocket eight of the sorter.

Step 2. After the master card has been prepared either

by the computer program or manually, the program labeled
TEST CARD PREPARATION is now loaded into the computer to
prepare the mark-sense cards for the DRT, Nelson-Denny,
Abstract, Edwards, and the Math Test. After the program
has been loaded into the computer, it will type the message
"READ IN MASTER CARDS" and at this time, read in the master
cards that have been prepared in Step 1. After the master
cards have been read in, the computer will then type out
the message "ENTER NO. 01 CARDS" and at this time you will
place in the punch hopper of the 1622 No. 1 mark-sense
cards. Press start on the 1620 Console and punch start

on the 1622, After it has punched all of the No. 01 cards
necessary, it will then type out the message "ENTER NO. 02
CARDS" and at this time you will clear the punch hopper

and continue this procedure until you have completed punching

Page 9
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the No. 05 mark-sense cards. If an error occurs and you
want to begin again, press RESET-INSERT-RELEASE and START
on the 1620 and the computer will type "ENTER NO. 01 CARDS."

If an error occurs while punching a particular set
of cards and you only want to begin on this set again,
turn switch-4 on and press RESET-INSERT-RELEASE- and START,
then turn switch-4 off.

Step 3. These cards are now interpreted on the 548 Inter-
preter.

Step 4. After all cards have been interpreted, they are
sorted on the Alpha Number, Cols. 5, 4, 3, 2, 1, and the
test number which is in Col. 25. In summary, you will sort
on Cols. 5, 4, 3, 2, 1, and 25,

Step 5. The cards are now in order according to the tests
that are given and the number of the test will be interpreted
on the mark-sense card and will appear in the block labeled
Section Number. TFor the DRT test, there will be an alphabetic
letter A, F, or H for the form of test given. Be sure that
this letter agrees with the form of test that is being given.

Step 6. After all tests have been given, they will now

be mark sensed using the 519 Reproducer. After the cards
have been mark-sensed, take all of the DRT tests on which
the student should have marked the line number that he was
on during the reading part of the DRT test. This number
will now be punched manually as a three digit number in Cols.
27, 28, and 29 of the No. 1 and No. 2 cards of each person.
The same number should appear on both cards, if not, an
error message will be typed later. Some number has to appear
in these Cols. even if it is 0; hence, if the student did
not give the line number, then you should enter 000 in Cols.
27, 28, and 29.

Step 7. After the cards have been mark-sensed, the master
cards followed by the ACT cards that were previously punched
are placed in front of all of the tests that have been given.
All of these cards are now sorted on Cols. 30, 25, 5, 4, 3,
2, and 1. These cards are now ready for grading.

Step 8. Load in the program labeled TEST SCORING STUDENT
COUNSELING CENTER followed by all description headers, key
cards, and weight decks. After all of these have been read
in, the message '"READY TO GRADE TESTS" will be typed on the



Page 11

typewriter. Place the sorted deck in the read hopper and
read in the tests and in turn, the correct answers will

be punched. 1If a check stop occurs, this may indicate

that a card has invalid characters punched on it or it

may mean that sorting was incorrect. If any error messages
are typed out, this will indicate that some of the test
cards were prepared incorrectly.

Step 9. The answers punched are now printed on the 407
using the standard board with switch-1l on. This board is
wired to skip to a new page if there is a nine (9) in
column "1" of a card providing switch-1 is on. Two copies
of everything will be printed--one for the student and

one for the Student Counseling Center.

Step 10. The format for all cards is given on the suppli-
mentary page. If there is a student who appeared at the
test late and there are no master cards or test cards

made for this student, the student will be given the correct
card numbers foi each of his tests, and he will sign his
name across the top of the card under the line marked
signature. These cards will then have to have the correct
information punched in them according to the format on

the supplimentary sheet. This information is punched in
the card before the cards are mark-sensed. Also a master
card will have to be punched for each of these and an Alpha
Number given to them. This number can not be the same as
any other Alpha Number given for this test. The same

Alpha Number has to appear on the person's master card,

his ACT card, and all tests that he has taken.

To be able to grade all of these tests on the computer,
a set of answer cards and percentile cards have to be
read in for each test. In case of the Diagnostic Reading
Test answer cards and percentile cards have to be read in
for the three different forms-A, H, and F. For some of
the tests the men and women have different percentiles
and these also have to be read in as tables. Shown on
the next five pages are the description headers, key cards,
weight cards, and percentile cards that are read in as
part of the input data to the TEST SCORING STUDENT COUNSELING
PROGRAM. This data is now followed by the student's answer
cards and the results are produced.

Shown also is a sample input for the Strong Entrance
Test and a sample output.

o2




01
02
03
04
05
06
o7
08
09
10
11
12
13
14
15

17
18
-19
01
02
03
04
05
06
o7
08
09
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37

DESCRIPTIONS HEADERS - MASTER KEY CARDS - PERCENTILES
PRE-COLLEGE
FRESHMAN
SOPHMORE
JUNIOR
SENIOR
TRANSFER (YEAR 1)
TRANSFER (YEAR 2)
TRANSFER (YEAR 3)
TRANSFER (YEAR 4)
GRADUATE (YEAR 1)
GRADUATE (YEAR 2)
GRADUATE (YEAR 3)
GRADUATE (YEAR 4)
LIBERAL ARTS
BUSINESS AND GOVERNMENT
ENGINEERING
PRE-MEDICINE
PRE~PHARMACY

EDUCATION

NORMS ACT

UeSe ENGLISH

COLLEGE MATHEMATICS

BOUND SOCIAL STUDIES
NATURAL SCIENCE
COMPOSITE

‘ R P
S R

UNIV OF DRT

MISS RATE

1959-1962 VOCABULARY

FORM ( ) COMPREHENSION

NATL 1960 NELSON-DENNY
FRESHMAN VOCABULARY

UeSe 12TH DAT
GRADE ABSTRACT R.
M-F

M-F EDWARDS
1

Nelie JBEN e NV BN SRR\ BN

10

12
13
14

Page 12
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0 DESCRIPTIONS HEADERS - MASTER KEY CARDS -~ PERCENTILES Page 13
38 15
39 16

4] 1959 UNIV. OF MISS.
42 MATH TEST

44 UeSe 12TH DAT
45 GRADE M-F SPACE RELATIONS

47 UNIV OF DRT

- 48 MISS RATE

49 1959-1962 VOCABULARY

=50 FORM ( ) COMPREHENSION

0135 0237 0339 0440 0541 0642 0743 0844 0944 1045 PERCENTILES U1
1146 1246 1346 1447 1547 1648 1748 1848 1949 2049 PERCENTILES U2
2149 2250 2350 2451 2551 2652 2752 2852 2953 3053 PERCENTILES U3
" 3154 3253 3354 3454 3554 3654 3755 3855 3955 4055 PERCENTILES U4
4156 4256 4356 4456 4556 4656 4757 4857 4957 5057 PERCENTILES U5
5158 5258 5358 5458 5559 5659 5759 5859 596U 6UL60 PERCENTILES ve
6160 6260 6361 6461 6561 6661 6761 6861 6962 TU62 PEKCENTILES 07
7163 7263 7363 7464 7564 1665 7765 7866 7966 8U66 PERCENTILES 8
8167 8267 8367 8468 8568 8668 8769 8869 8970 9070 PERCENTILES 09
9171 9271 9373 9474 9574 9675 9777 9879 9980 CU35 PERCENTILES 10

01 01 02

01 02 03

01 03 04

01 04 05

01 05 06

02 03 12
03 01 15
04 01 19

05 02 25
05 03 26
05 04 27
05 05 28

05 07 30
05 08 31
05 09 32
05 10 33
05 11 34
05 12 35
05 13 36
05 14 37
05 15 38
05 16 39
-06 01 42

24




DESCRIPTIONS HEADERS - MASTER KEY CARDS -~ PERCENTILES

Page 14

25

99999DIAGNOSTIC KEY F-AA2 186896897678796869878889763104231224444021324322303
99999DIAGNOSTIC KEY F-AA2 285655859795678897766957654400024141124343421241234
99999DIAGNOSTIC KEY F-FF2 187867876667886676778987873010321101101341331114444
99999DIAGNOSTIC KEY F-FF2 268887795569757685686875992040013131311442421223311
99999DIAGNOSTIC KEY F-HH2 178698867767786789799686883332130101414300412112024
99999DIAGNOSTIC KEY F-HH2 297767656585796895656756793213024141314132132443314
00004 00009 00013 00017 00022 00026 00030 00035 00039 00043 R2 01
00048 00052 00056 00061 00065 00069 00074 00078 00082 00087 R2 02
00091 00095 00100 00104 00108 00113 00117 00121 00126 00130 R2 03
00134 00139 00143 00147 00152 01156 01160 02165 02169 03173 R2 04
04178 05182 06186 07191 09195 11199 12204 14208 16212 20217 R2 05
22221 24225 26230 30234 33238 36243 39247 41251 44256 47260 R2 06
49264 51269 55273 57277 61282 63286 64290 67295 69299 72303 R2 07
74308 76312 77316 79321 81325 83329 85334 86338 87342 88347 R2 U8
90351 90355 91360 92364 93368 93373 93377 94381 94386 95390 k2 09
95394 96399 96403 96407 97412 97416 97420 97425 98429 98433 R2 10
98438 98442 98446 98451 98455 99459 99464 99468 99472 99477 k2 11
99481 99485 99490 99494 99498 99503 99507 99511 99516 99520 ke 12
99524 99529 99533 99537 99542 99546 99550 99555 99559 99563 K2 13
00 00 0O O- 1 v2 01
01 02 02 02 03 03 04 06 07 09 11 13 15 18 21 24 27 30 34 38 Ve 02
42 45 50 55 59 63 67 71 76 8C 85 89 93 96 97 99 99 99 99 99 V2 G3
00 00 0O O 1 02 02 03 03 05 07 09 11 c2 01
14 18 22 27 33 38 44 50 57 63 70 78 84 89 94 97 99 99 99 99 c2 02
99999INELSON-DENNY KEY 3 187686588578765559965985594324100310442423111312102
99999INELSON-DENNY KEY 3 279886569785855796567655982314323242422413031421334
00 00 00 00 * 1 02 03 03 03 04 05 06 07 09 11 12 14 16 v3 01
18 20 22 24 26 28 31 34 37 39 42 44 47 50 52 55 57 59 61 63 V3 02
65 67 69 71 73 75 77 79 80 82 83 86 87 88 89 90 91 92 92 93 V3 03
94 94 95 95 96 96 97 97 97 S8 98 98 99 99 99 99 99 99 99 99 V3 04
99 99 99 99 99 99 SS9 99 99 99 99 99 99 99 39 99 99 99 99 99 V3 05
99999ABSTRACT KEY 4 15986856598778976798987656102320421131341424431044]
0103 0303 0305 0305 0305 0305 0305 0305 0510 0510 P4 01
0510 0510 0510 0510 1015 1015 1015 1015 1020 1520 P4 02
1520 1525 2025 2030 2530 2535 3035 3040 3545 3545 P4 03
4050 4555 5060 5560 6065 6570 7075 7580 8085 8585 P4 04
8590 9095 9095 9597 9799 9999 9999 9999 9999 9999 P4 05
006A 011A 016A 021A 026A 031A 036A 041A 046A C51A 056A 061A 066A O71A 05 01
002B 003B 004B 005B 151B 152B 153B 154B 155B C76B 077B 078B 079B 080B 05 02
002A 012A 017A 022A 027A 032A O037A 042A 047A 052A 057A 062A 067A CT72A 05 03
006B 008B 009B 010B 156B 1578 158B 159B 160B 081B 082B 083B 084B 0858 05 04
003A OOBA 018A 023A 028A 033A 038A 043A 048A (053A 058A 063A 068A C73A 05 05
011B 012B 014B 015B 161B 162B 163B 164B 165B 086B 087B (C88B 089B U90B 05 06
004A O09A 014A 024A 029A 034A 039A 044A 049A 054A 059A 064A 069A O74A 05 07
016B 017B 018B 020B 166B 167B 168B 169B 170B 091B 092B 093B 094B (958 Gs 08
005A 010A 015A 020A 030A 035A 040A 045A 050A 055A 060A 065A C70A C75A 05 09
021B 022B 023B 024B 171B 172B 173B 174B 175B 096B 097B 098B 09%B 100B G5 16
N76A 081A 086A 091A 096A 106A 111A 116A 121A 126A 131A 136A 141A 146A 05 11
N26B 027B 028B 029B 030B 176B 1778 178B 179B 1808 102B 103B 1C4B 1058 05 12
07TA 082A 087A 092A 097A 102A 112A 117A 122A 127A 132A 137A 142A 147A 05 13
031B 032B 033B 034B 035B 181B 182B 183B 184B 185B 106B 1088 1098 110B 05 14
078A 083A 088A 093A 098A 103A 108A 118A 123A 128A 133A 138A 143A 148A G5 15
036B 037B 038B 039B 040B 186B 187B 188B 189B 190B 111B 1128 114B 1158 05 16
079A 084A 089A 094A 099A 104A 109A 114A 124A 129A 134A 13GA 144A 149A 05 17
041B 042B 043B 044B 045B 191B 1928 193B 194B 195B 116R 1178 1178 120B 05 18



080A
046B
151A
N518
152A
0568
153A
0618
154A
0668
155A
0718
1018
213A

00
00
00
00
00
00
01
02
04
o7
10
16
22
30
40
50
58
66
T4
83
86
91
95
98
99
99
99
99
93
00
00
00
01
02
03
05
08
13
19

00
00
00
01
03
06
10
16
23
34
43
52
63
73
81
88
93
96
98
99
99
99
99
99
99
99
99
99
99
00
00
00
01
02
03
06
09
14
21

085A
0478
156A
0528
157A
0578
158A
0628
159A
0678
160A
0728
0268
069A
00
01
03
06
09
14
16
27
36
46
54
63
71
78
84
88
92
95
96
97
99
99
99
96
g9
9G
G9s
9%
99
00
C1
03
05
G9
14
20
28
37
46

DESCRIPTIONS HEADERS - MASTER
095A

090A
0488
161A
0538
162A
0588
163A
0€38B
164A
0688B
165A
0738
107B
215A

0

0GC
00
00
00
00
01
03
06
0%
15
21
28
37
49
62
72
81
86
93
S7
g8
99
S9
9SG
99
99
99
G9
0

(0]
00
00
ocC
Cco
01
03
6
10

00
ocC
00
01
02
03
06
11
i5
22
28
34
43
52
61
68
76
82
86
91
G4
96
98
G99
9S
99
99
99

06
00
01
03
06
09
13
20
28

0498
166A
0548
167A
0598
168A
oe4B
169A
0698
170A
074B
0328
075A

00
00
00
o}
02
3
Ca4
o7
11
lé6
21
28
36
45
54
64
72
79
84
89
93
96
g8
99
g9
99
99
99

00
o¢]
0G
01¢
00
oc
C1
C2
C3

00
0C
00
oe
C1l
C4
G5
09
13
17
19
25
32
39
45
51
57
64
72
78
B4
89
3
95
97
e
9s
g9

o

Ox*
(0]0]
00
GO
016
C1
03
05

100A
0508
171A
0558
172A
060B
173A
0658
174A
0708
175A
0758
1138
225A

01
c2
C5
09
13
20
27
34
42
50
58
65
72
78
83
87
90
93
95
97
g9
99
99
99
99
gG
S9
99

01
03
Ccé6
Go
13
18
25

105A
1968
176A
2028
177A
206B
178A
2118
179A
2168
180A
2218
0388
O01A

00
00
00
01
02
02
04
65
08
09
13
17
21
217
32
38
45
4
63
73
79
85
91
94
g8
99
99
99

01
G2
c3
05
0%
11
17

cl
02
03
05
0%
12
18
24
31
38
45
53
61
67
75
79
84
88
9Z
94
g7
99
99
99
SS
SS9
99
99

co
01
02
04
07
11
14

110A
1978
181A
2038
182A
2088
183A
2128
184A
2178
185A
2228
1198
151A

00
00
01
02
03
06
10
13
18
24
31
37
46
55
63
70
75
82
86
90
94
g6
98
99
g9
99
99
99

00
(0]9]
01
02
c2
03
06

00
00
00
01
02
03
05
o7
10
15
20
28
33
41
50
57
64
71
78
84
89
93
97
98
S9
99
g9
99

00
00
01
02
03
G4
Gc7

115A
1988
186A
2048
187A
2098
188A
214B
189A
2188
190A
2238
044B
007A

00
01
03
06
10
13
18
24
29
37
44
51
57
64
69
75
79
85
89
92
94
96
98
99
99
99
99
99

03
05
09
13
18
24
30

KEY CARDS - PERCENTILES
120A
1998
191A
2058
192A
2108
193A
2158
194A
220B
195A
224B
1258
157A

00
00
00
01
02
03
05
06
(o}
12
14
19
23
27
32
39
45
53
59
67
73
81l
89
90
g3
96
99
99

01
02
03
05
08
11
15
19

0

01
02
03
06
09
13
17
24
32
40
47
57
65
72
77
84
88
92
95
g8
98
99
99
99
99
99
99

1
02
05
09
14
21
27
36
44

130A
200B
196A
1268
197A
1318
198A
1368
199A
1418
200A
1468
0508B
013A

00
00
00
00
01
(0)c]
06
15
27
46
68
86
96
99
99
9%
66
G9
66
g9
99
99
99
g9
99
95
99

00
00
0C
00
00
01
02
04
44

135A
1218
2C6A
1278
202A
1328
203A
1378
204A
1428
205A
1478
051A
163A

140A
1228
211A
1288
212A
1338
208A
1388B
209A
1438
210A
1488
2G1A
019A

145A
1238
216A
1298
217A
1348
218A
1398
214A
1448
215A
1498
057A
169A

Page 15

150A G5
1248 05
221A 05
1308 05
222A 05
1358 G5
223A 05
1408B 0s
224 A 05
1458 05
220A 05
1508 G5

207A 063A 05
025A 175A 05

M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
M5
F5
F5
F5
F5
F5
F5
F5
F5
F5
F5

19
20
21
22
23
24
25
26
27
28
29
30
31
32
01
02
03
04
05
06
07
08
09
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

A b
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27 29 55 15 36
36 41 64 21 45
47 50 72 30 53
58 62 77 42 62
64 73 83 52 70
72 80 88 63 77
79 85 91 73 82
84 91 94 82 87
90 95 96 88 92
93 98 97 92 96
96 99 98 96 97
97 99 99 97 98
98 99 99 99 99
99 99 99 99 99
99 99 99 99 99
99 99 99 99 99
99 99 99 99 99
99 99 99 99 99
99 99 99 99 99
00001MATH KEY
0000 1MATH KEY
00 00 0C ©

34 37 41 44 49
87 88 90 92 93

04
o7
12
17
24
32
41
50
58
68
7
84
90
94
96
98
99
99
99

52
93

09
12
16
22
28
35
43
49
58

66

73
80
85
S0
94
97
99
99
99

56
94

33
44
51
59
67
76
81
86
90
93
96
98
99
99
99
99
99
99
99

60
G5

23

28
36
42
51
59
67
74
83
87
92
95
98
99
9
99
99
99
99

06
Ccé

€3
96

19 09 10 36 24 51 24 F5 40
25 14 13 44 31 60 43 F5 41
31 20 17 50 38 66 63 F5 42
37 26 21 57 45 74 83 F5 43
45 32 28 63 52 79 96 FS 44
51 41 35 69 57 84 99 F5 45
58 50 42 76 63 89 99 ' F5 46
66 58 52 80 69 92 99 F5 47
74 66 59 85 76 95 99 F5 48
81 74 68 9L 81 97 99 F5 49
86 82 73 93 87 98 99 F5 50
90 87 81 95 91 98 99 F5 51
93 91 85 97 94 99 99 F5 52
96 95 90 9SG 96 99 G9 F5 53
98 97 94 99 97 99 99 F5 5¢4
99 99 96 99 98 99 99 F5 55
99 99 99 99 99 99 99 F5 56
G9 99 99 99 99 99 99 F5 57
99 99 99 99 99 99 GG FS5 58
199996888889575856665566750124242100230034001432024
29659668596

2 04 06 C8 11 13 16 19 23 27 3C . 01
66 68 71 73 76 78 8U &Z b3 65 b6 i G2
96 97 97 98 99 99 99 99 99 Y9 Y9G M U3

L7
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UNIVERSITY OF MISSISSIPPI

STUDENT COUNSELING CENTER Page 18
NAME AGE |SEX}HOME TOWN STATE CLASSIFICATION
<Eoss TONY 26M JUNIVERSITY MISSISSIPPI  |PRE-COLLEGE :)
PERCENTILES
/ N O R M S D E SC R ] PT |o N SS PR VERY LOW LOwW AVERAGE HIGH l VERY HlGN\
. 1 S 10 20 25 130 40 50 60 {70 75 80 90 JQS 99
NORMS ACT
UeSe ENGLTSH 14 13 *
COLLEGE MATHEMATICS 19 46 *
BOUND SOCIAL STUDIES 16 _22-- ——
NRTuRkE‘SC? NCE 16 22- x
COMPOSTTE 16 19-- ¥
R P
STR
NTV OF  [ORT
MISS RATE 386 94 e
1959-1962 | VOCABULARY 12 1
FORM () | COMPREHENSION 12 1*
NATL 1960 NELSON-DENNY
FRESHMAN | VOCABULARY 16 9 *
<S5 12TH DAT
GRADE ABSTRACT R P TO———
=F
=F DWARDS
1 17 66 *
2 14 81 e
3 14 84 *
4 15 62~ - *
5 18 82 e
6 R S— %
7 14 39-- e *
8 12 65--=m-- - *
9 16 36-- *
10 13 61-———- *
11 14 55 *
12 15 5 »
13 9 29 *
14 16 39-- *
15 16 7 *
16 11 46~=——- %
1959 UNIV. OF MISS,
MATH TEST 15 13 »
«Se 12TH DAT
GRADE M~F | SPACE RELATIONS
UNIV OF  [DRT
MISS RATE
1959-1962 | VOCABULARY
ORM ( ) | COMPREHENSION
a7
=
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NAME AGE {SEX|HOME TOWN STATE CLASSIFICATION
<;055 RICHARD 23 M [UNIVERSITY MISSISSIPPI GRADUATE (YEAR 1) j)
PERCENTILES
NO R M S D ESC R | PTION S P VERY LOW LOW AVERAGE HIGH l VERY HlGH\
S R : 10 20 25 |30 40 50 60 |70 75 80 20 los 99
NORMS ACT
UeSe ENGLTSH 17 27 *
COLLEGE ™ | MATHEMATICS 27789 »
BOUND SOCTIAL STUDIES 17 28 *
NATURAL SCIENCE 17 27-- *
COMPOSITE 20 46 - *
R P
S| R
UNTV OF PRT
MISS RATE 334 85 *
1959-1962 | VOCABULARY 11 1%
ORM () COMPREHENSION 100 1%
ATL 1960 NELSON~DENNY
RESHMAN VOCABULARY 18 12 i
eS¢ 12TH DAT
GRADE ABSTRACT Re 3 e
-F
-F EDWARDS
1 15 50 *
2 17 96~- *
3 16| 92 - i
4 T Bfm———*
5 19 86~~~ *
6 1554 - - *
7 13 32~ *
8 14| 78 *
9 15 32/~~ - ¥
10 1361 *
11 15[ 63~ -
I2 16| 57 - *
13 11 44f=m=—- - i
14 14 27 e
15 10| 32 - *
16 I et
1959 UNIVe. OF MISS.
MATH TEST 12 bmmemmewaak
eSe I2TH DAT
RADE M-F | SPACE RELATIONS
NIV OF DRT
1SS RATE
1959-1962 | VOCABULARY
ORM ([ ) COMPREHENSION
g
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AGE {SEX]HOME TOWN

26 M BATESVILLE

(éOSS RICHARD D

STATE

MISSISSIPPI

CLASSIFICATION

GRADUATE (YEAR 1)

STRONG VOCATIONAL INTEREST TEST PeRCENTILES

GROUP OCCUPATION 51 ° ¢ [e-] 8 [6r] A
JUE o 0 S 10 15 20 25 30 35 40 45 50 55 60 65
GENERAL ARTIST 13 C C EEEERE
PROFESS PSYCHOLOGIST 18 C Q3% % % % %

ARCHITECT 10 € C I
PHYSICJIAN 27 CH HHXRRHRCH
PSYCHIATRIST 22 CH XHCH
OSTEOPATH 35 B SR KRB
DENTIST 28 C FXERRFCH
VETERINARIAN 45 B4 Rk Bt
TECHNICAL BIOLOGICAL SCIENCE 12 C C
PROFESS EXPERIMENTAL PSCH | 38 B B
CHEMIST 24 C+H FHXCHIRH
PHYSICIST 16 C HHRECHN®
MATHEMATICIAN 8 CH C- HRHER R
ENGINEER 31 B+ YT Ty .
APPLIED FARMER 46 A- FE Y LT PRy g
TECHNICAL FORESTER 35 B WA ~B1
MATH SCI TEACHER 31 B8 % %p~
SERVICE HS SOC SCI TEACHER 21| C+ G+ *XHRE*
SOCIAL WORKER 17 C C
CLINICAL PSYCH 31 B B~
VOC COUNSELOR 23 C4 CHEERNR*
YMCA PHYS DIRECTOR 25 C+ *HHXRCH
PERSONNEL MANAGER | 15 C € EXEXERR
IND RELATIONS 55 A T A
PUBLIC ADMN 24 C C4+¥%%H*%
YMCA SECRETARY 17 C Cj*****
CITY SCHOOL SUPT 111 C C*****ii
DETAITLED |[CPA PARTNER 12/ C C L2 22
USTINESS [SENIOR CPA 26 C+ HHCHHH
ACCOUNTANT 18 C CHE %%
OFF ICE WORKER 27 CH CF+ |HeNXF®
PURCHASING AGENT 41 BH E X X 27F 7 sy - 3
BANKER 33 8- KNP =WHH
PHARMACTST 40 B+ E'E 227002 % pwm—" e
SALES SALES MANAGER 398 FHNFNH B
LIFE INS SALESMAN | 39 B " )
REALTOR 49 A- % A=
VERBAL ADVERTTSING 21 C+ C RN W W
LAWYER 25 CH CH R
AUTHOR JOURNALTST | 20 CH + L X 23
USIC MUSTC PERFORMER 19 C
MUSTC TEACTHER C— CH
ISCELL PRODUCTION MANAGER 41 B+ HRFRIRFFH — Lo B+
ARMY OFFICER 28 C+ tZZ T T T3 "F
PRESIDENT MFG CO 41 BH FHTFHFL——RF
INTEREST MATURTTY | 49 A4 A=

\y
Q
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NAME —'\".T[SEX HOME TOWN STATE CLASSIHICATION
<§0$S TONY A 20 ﬁ KAPPA ALPHA H MISSISSIPPI PRE-~COLLEGE
STRONG VOCATIONAL INTEREST TEST PERCENTILES
GROUP OCCUPATION 1% ¢ [8-] s [e+] A
0 & 10 15 20 25 30 35 40 45 50 55 60 65
GENERAL ARTIST 23| C+ [ Caennnx
ROFESS SYCHOLOGIST 20 c+ Cr 3 e %
ARCHITECT 12| C [
PHYSICIAN 23 C+ RRERCHH
PSYCHIATRIST 27 C+ **4***C+
OSTEOPATH 31 B= %% G-
DENTIST 15/ C € %% %%
VETERINARIAN 20 C+ %% 3% %% Ci+
TECHNICAL BIOLOGICAL SCIENCE 2/ C~ C-
ROFESS EXPERIMENTAL PSCH | 26/ C+ C+
CHEMIST 6/ C~| C- A
PHYSICIST 16| C X CHRR
MATHEMATICIAN 8 C~ (< 3339 % %
ENGINEER 10/ C C 3 9 9 9 % %
APPLIED FARMER 16| C C 3 %%
ECHNICAL FORESTER 8| C- C— MR XN %
MATH SCI TEACHER 13/ C C ****F
SERVICE HS SOC SCI TEACHER 38/ B HRRRIR—L B
OCIAL WORKER 37, 8 B
CLINICAL PSYCH 47 A= A=
VOC COUNSELOR 34) B~ 39 % 3 B =~
YMCA PHYS DIRECTOR| 28 C+ KX HHHXLCH
PERSONNEL MANAGER | 28| C+ HRXRCHH
IND RELATIONS 45 B+ B+
PUBLIC ADMN 1 40 B+ RN W o Bl
YMCA SECRETARY 25 C+ *XHHC
CITY SCHOOL SUPT 27 C+ 89696 9 24 e L C
DETAILED (CPA PARTNER 32 B~ W ¥ ¥ e Bm
BUSINESS |SENIOR _CPA 26, C+ ¥4 HKX
ACCOUNTANT 17, C C [ 3 3¢
OFF1CE_ WORKER 30 B- B ¥ %%
PURCHASING AGENT 25 C+ #C 4 HHHEX
BANKER 29 C+ CH¥®HHX%
PHARMACIST 28 C+ % ¥ C 4K H K%
SALES SALES MANAGER 51 A 33 396 3 Ko P
LIFE INS SALESMAN | 59 A P K e e e = ISR RO R
REALTOR 56, A *%* —— A
VERBAL ADVERTISING 44 B+ %% % % Kl B+
LAWYER 5T A 3 KK K e o o i 4= o e =
AUTHOR JOURNALIST | 39 B * K-
USIC MUSIC PERFORMER 29 C+ C+
_MUSIC TEACHER 27 C+H C+
MISCELL PRODUCT ION MANAGER| 25 C+ # C RN
RMY OFFICER 26/ C+ L B e g &
PRESIDENT MFG CO 32 B %% HB~%
INTEREST MATURITY | 50 A A
T/
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ARMY ROTC RECORD KEEPING

The Army R.O.T.C. is now keeping all class records
such as merits, demerits, absences, excused absences,
and essay scores on mark-sense cards. They also have a
unit card on which information about each person is mark
sensed. They have four mark sense cards and are labeled:

(1) TUnit Card (U-Card)

(2) Essay Card (E-Card)

(3) Absentee Card (A-Card)

(4) Merit and Demerit Card (M-Card)

Shown on the preceeding page is a picture of the four cards
that are used. Careful examination of these cards will
show that one is able to keep all significant data on these
IBM cards and at the end of each semester these cards are
used to determine the final grade of each student. For

the four different levels of Military Science-1, 2, 3, and
4- the approximate time to furnish final grades is approxi-
mately one hour.

Student Attendance Record Keeping And
Athletic Association Ticket Information

Also shown on the following page is a picture of the
attendance record keeping mark-sense card and the athletic
association ticket information card that is used at the
University of Mississippi for attendance record keeping
for high schools and for mailing ticket information to
football ticket buyers for the coming year. Due to the
lenght of the paper already and the time allotted for giving
the paper, these two items can not be discussed. Further
information about these topics will have to be directed
to the author.

Page 23
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00001R0OSS
0000 1ROSS
00001ROSS
00001ROSS
00001R0OSS
00001ROSS
00001ROSS
00001ROSS
00001R0OSS
00001ROSS
00001ROSS
00001ROSS
00001ROSS
00001ROSS

00002ROSS
00002R0OSS
00002R0OSS
00002R0OSS
00002R0OSS
00002R0OSS
00002R0OSS
00002ROSS
00002R0OSS
00002R0OSS
00002R0OSS
00002R0OSS
00002R0OSS
00002R0OSS

RICHARD
RICHARD
RICHARD
RICHARD
RICHARD
RICHARD
RICHARD
RICHARD
RICHARD
RICHARD
RICHARD
RICHARD
RICHARD
RICHARD

TONY
TONY
TONY
TONY
TONY
TONY
TONY
TONY.
TONY
TONY
TONY
TONY
TONY
TONY

01
02
03
04
05
06

Page 17

SAMPLE INPUT FOR

ACT TEST

DRT TEST (FORM-F)
NELSON-DENNY READING TEST
ABSTRACT REASONING
EDWARDS TEST

MATH TEST

M UNIVERSITY MISSISSIPPI *
O1lM 117 27 27 85 17 28 17 27 20 46
F2M077196869897866789889677897793231424133241424211243314
F2MO77266879879996897769879668794421331244113332441312144
03M 19668796568596775659877 984021434201133013422030423
03M 296758856787957799865566894124120344443022133300243
O4M 157697876787959987968766852333001314411343011343234
05M 188989998888998989989999884443333434433443434443334
O5M 289989998888998989998989894333434443343434443433343
O5M 388989998899889988899999984444334343434343434333334
O5M 489898989889899898899988883334344434333334434344433
05M 58899899888999988998999898
O6M 18867589966787675998599877323 22 34 1103234433S1 34
O6M 29887657899

M UNIVERSITY MISSISSIPPI *
O1M 114 13 19 46 16 22 16 22 16 19
F2M089198666977697876987896867693214123241214323342213341
F2M089299768968768796997768977861124341341242143423143421
03M 1777975688699598696877689500244202433223002334 1304
03M 2697568=9756788655989778694213112321412200224233012
04M 166786599978856897 86895751144221024444223121310044
05M 188899989899989989898998894344434433434443443333434
05M 289998889899998999899999893334334443444333334433334
05M 388998898989988989989898983344343434444433434333443
05M 488899999889989898898989894444444344344434434333434
05M 58989988899989898889989889
06M 18766788 659957756699898863122334444343221101123334
06M 29999786796

35



SAMPLE STRONG ENTRANCE TEST INPUT

00001ROSS RICHARD D
00001
00001
00001
00001
00001
00001
00001
00001
00001
00001
O0002R0OSS TONY A
00002 :
00002
00002
00002
000C2
00002
00002
00002
00002
00002

M 26 10
01870
0ls871
01872
01873
0l874
01875
01876
01877
01878
01879
M 20
01900
01901
01902
01903
01904
01905
01906
01907
01908
01909

Page 20

BATESVILLE MISSISSIPPI *
78888889778799779998 11332232111323213113
89779768879676987898 21112131311311333121
88977995887877977789 33322323221133231133
88779798978587799998 22133313111233322322
89898877779799888889 23323333133211232321
97899899879967899797 13131133123123231113
79988887997977897987 21231111111122222213
89989787877798889897 21331322121133123222
T7797977997977799799 33123311131111122321
97999999999999997997 13313333212122223223

KAPPA ALPHA H MISSISSIPPI *
98797799978979878777 12112333133122112113
977998997799777797717 13111111311322132221
T7787997877997778777 11121121331232333331
T7798999979778775998 23132313332122233333
8799878779998789898Y 23232131213312332331
98999999899799799777 33122333321133332133
79989968997989788997 22222311213231132123
787887989996897889877 11221333223221121233
79988997777798787998 32311311132123132211
87999798899778997977 21233333113332223223

T




FORT 5

A Monitor Control Record

In response to the need for a method to handle a large volume of
FORTRAN programs from students with a limited number of key punches
available, a system was developed whereby the students could use MARK
SENSE cards to write their FORTRAN programs. This eliminated the need
of the key punch for a FORTRAN program., The developed program was made
available to 1620 USERS earlier this year through the library as the
FORTRAN DECODER PROGRAM, This program, written by H, B. Kerr was designed
for a 20K 1620, later being made adaptable to the 1311 MONITOR SYSTEM
FORTRAN COMPILER, so the additional statements available in Monitor
could be used with the MARK SENSE system,

The program, as designed, accepted as input the MARK SENSE PROGRAM
and translated that coded program to regual FORTRAN SOURCE STATEMENTS
and gave an output of each statement on a card, allowing, as I said earlier,
The elimination of the key punch completely., These coded MARK SENSE
programs could be batch-processed through the translator, thus saving a
little more time in the processing of student programs.

Upon installation of the 1311 MONITOR SYSTEM at our computer center,
it was felt that some means was needed to speed up this process and reduce
the work load of the operator., I felt that if the TRANSLATOR program
could be stored on disk and called when needed to translate a program, the
process could be partially accelerated. Upon consideration of this
idea, the thought that the incorporation of the translator with the
FORTRAN COMPILER, so as to eliminate the need of forming a translated
source deck, would accomplish our purpose even more.

Two basic methods of doing this were considered. The idea of
translating the statements, and storing them on disk and then calling them
back one by one to be compiled by the FORTRAN COMPILER was first in mind,
This process however brought about complications in modifying the monitor
system, such as: reserving disk storage area for the translated statements,
not knowing what maxium size to save for programs. Then the compiler
would have to accept its input statements from disk rather than card., And
lastly, no means by which to bring in the FORTRAN COMPILER after the trans-
lation and storage had been completed--still allowing stacked input process-
ingwwas available,

After weighing these complications, the preceding idea was abandoned
and the present method was developed. The Control Record Analyzer of the
Monitor System was studied along with the Supervisor and the FORTRAN COMPILER?
Another decision now had to be made: whether to expand the analyzer, or to
eliminate something already present and use the area made available,
Looking over available control records, it was found that the TYPE AND
PAUS statements were not used enough to be considered necessary, so work
was started with the area that checks for these control records.



(2)

By elimination of the TYPE and PAUS control records, an area about
100 digits in size was made available for any modification that was
necessary, First, the PAUS statement was changed te FORT allowing the
use of the ¥fFORT CONTROL RECORD.

Considerable effort was made to call the translator from disk and
have it, in turn, call the FORTRAN COMPTILER, but that idea did not work
originally because of lack of knowledge of the overlay routine of the
MONITOR., other methods were considered by trial and error but none worked
satisfactorily.

Then it was back to the ildea of calling the translator first. To be
able to do this and eliminate an overlay, it was necessary first to change the
bottom limit of the symbol table area from 15999, as defined in the MONITOR
SYSTEM, to 25999 allowing an area for the translator to reside in core at
the same time the compiler was there. This was easily accomplished by
simply changing the compare position of the symbol table overlay routine,
For this reason alone, the program operates on a LOK or 60K system because
of the symbol table,

Once this was done, work was begun on the instructions necessary to
call both the translator and the compiler into memory at the same time.
The only way to permanently pnlace the translator on disk was to store it
with a DIM Number and file-protect it., When this was done the 100 digits
of the TYPE and PAUS area were used to compare on the FORT control record
card and to seek and read the translator from disk into core at location
17000, which is the lowest area not used by FORTRAN IID. This worked and
things were going fine, but now the linkage between the translator and the
compiler had to be worked out,

The non-disk T/0 section had to be modified to eliminate the compiler
read statement, This could not be a permanent change because of the constant
use of this statement, But since both the translator and the compiler were
in memory, I felt that I could, by programing in the translator, change the
instructions in the I/0 causing a branch to the translator rather than the
reading of a card, then use the input area of the translator to bring in the
card, This created problems in the translator and a drastic modification of the
translator was begun. The origional translator used the BRANCH AND TRANSMIT
instruction frequently which could no longer be used because of the MONITOR
SYSTEM'S use of it. Also the output of the translator had been on card and
now the information in the output area of the translator had to be moved
to the input area of the monitor system. The system's input area has flags
in all even positions which were not affected by the normal Alpha reading
of a card. When transmitting from the translator to the monitor input area
T was destroying these flags which are necessary to the operation of the
compiler, A& routine for clearing and setting flags in the translator output
area had to be added so it would be compatible with the monitor. As these
changes were made new problems were created; These were worked out as they were
encountered,

I then found it was necessary to bring in the translator and branch
to it, doing the necessary modifications to the I/0 in the SUPERVISOR then
transferring control to the point in the Monitor where the FORTRAN COMPILER
is normally called from disk and the proper indicators are set,

s
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This gave me the necessary set of instructions to £ill the 100 digit
area reserved and I proceeded to give a trial run. The first statement
was translated and compiled with no problem, but the system then check-
stopped., Back to work, where more checking revealed that the card image
area in the MONITOR SYSTEM changes to different locations when compiling
a program; I had to work this change into my translator so that the
output record would be placed at the correct location each time,

These corrections made, I once again made a run, It worked on the
simple program that I had provided for a test. I then tried a more
complicated program, with continuation cards in it, and developed
additional problems.

These changes were continued until the program worked for all
possible types of statements and then a sense switch setting was added
to allow for the normal source statement typing, as called for by
turning on switch 1 when compiling, or for punching of the source
statement when switch 1 was off. The output could then be listed on the
407 for return to the programmer. The card-output option is normally
used because of the speed increase realized.

After the completion of all programming, the system was loaded to
disk and an extensive test began, using this method to process our daily
work load of about 50 programs.

By using the control records for FORT, FOR, FORX, SPS, SPSX, we
could stack input, mixing the MARK SENSE programs with others as desired.
Our purpose was accomplished. We had cut drastically the time needed to
process student programs, eliminating the heavy work load of the operator
and by option, saving on the number of cards used in a normal program
output. ‘

The largest factor was the saving of time., When the programs were being
translated, compiled, and executed as seperate steps using the standard
FORTRAN COMPILER, we spent an average of 20 minutes on each program,

After the disk method was perfected, the average program time was reduced
to about 4 mimutes = without the necessity of an operators presence
constantly,

As T said, the program was given extensive tests by using daily for
about 8 months, No additional bugs have developed in the overall system
since it was placed in operation.

After I had submitted the abstract for this talk, I began work on
my ideas and started reviewing my previous work, I was no longer satisfied
with the system and the way the program worked and immediately started
modification, only this time with more ease becanse the basic work
had been completed.

The thought that when someone might wish to translate and compile
a program without execution, it would be difficult under the system. T
created another control record, this one being called FONT, for non-
execution purposes, I was limited for space in which to make changes, so
found in the SUPERVISOR in lower memory, an overlay read routine which
I could use to call the translator from disk.
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Using the additional space made available by this change, the
instructions for both FORT and FONT were incorporated., Since I was

now allowing for a non-execution run which could be used for program
checking, I felt that a sense switch setting to allow for a non-output
option would be convenient., Switch l was my choice since it is only used
when typing in source statements for a FORTRAN program.

A1l these changes were made and the system again tested., It is now
working, and up until now we have had no problems with it.

This complete program and procedure is being readied for the
Library now and will be submitted soon. The system will be easy to
incorporate by using the 5 change cards that will be provided and by
placing the systems output deck of the translator that will be furnished
at the back of the monitor system before initally loading.







PREPARATION AND SCORING OF

FORTRAN PROGRAMS BY COMPUTERS

By James H, Hayes, Jr. - Computer Center Director

Siena College - Loudonville, New York

INTRODUCTION

As a College of Liberal Arts, Siena is primarily committed to the
intellectual advancement of the student by the training of his mind through
the arts of critical thought and correct expression., While it provides
pre-professional training in many fields, its ideal is not to foster an
extreme, premature specialization, but rather to provide that liberal educa=-
tion which is the comprehensive, cultural background necessary for the pro-
fessions. In fulfillment of this aim, every student who enters the College
is required to follow a prescribed program of core courses in the Liberal
Arts. This requirement is composed of training in Languages and Literature,
History and Social Science, Mathematics and Natural Science, and Philosophy
and Theology, and includes an opportunity for concentrated study in special

areas of interest in the Arts, Science, or Business.,

THE COMPUTER AND EDUCATION

The Computer Laboratory is used for teaching and faculty and student
research, as well as an administrative arm and part of the Office of the
Registrar. In line with the basic philosophy of computer operations, programs
are intergrated into the curriculum of different courses. These range from
course classes which come to the computer laboratory for class sessions in
addition, introductory courses in programing and systems analysis are taught
in conjunction with the laboratory. Started about two years ago, the

laboratory contains an IBM 1620 computer with a 1622 card reader/punch, 026 card
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punch, 514 reproducer, 085 collator, 082 sorter, and a 407 accounting printer.

OBJ'ECTIVES 0

At Siena we visualize the student using the computer in the same manner
as they would use the library. It should be a tool that is available for I
their use in solving assigned class problems, with no delay or waiting time. l
In this manner, several hundred students instead of only a selected few could

learn to use the computer as a management tool.

PROBLEM

The one unsolved problem we had in handling a large number of student
programs in an efficient manner was the time that it took to keypunch the
written instructions into cards for processing. This becomes more of a

problem as you attempt to serve more students., We solved this problem of

keypunching student programs by scoring of Fortran programs by the computer.

This now allows us to process many student programs in a short period of time ‘:D

and eliminate this intermediate step.

MARK-SENSE CARD DESIGN
Computer scoring of Fortran programs involves the use of '"mark-sense"
cards, specially designed punched cards on which students indicate their

program logic, by writing in the provided spaces with special pencils (Exhibit 1).

CARD PREPARATION

After the student has completed writing his program, the cards are
returned to the computer center where they are fed through a 514 mark-sense
reproducer and the marks that the student has made are read and put into the

cards as punched holes.

(2) @
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PROGRAM LANGUAGE

This program is written in the IBM Symbolic Programming System. It is

designed to be compatible with the 1620-SP-020 version.

MACHINE CONFIGURATION

The published version of the program is dimensioned to fit into a basic

1620 with 20K memory with card input and output.

OPERATING PROCEDURES

1.

3.

4,

5.

6.

7.

Clear computer .... press RESET, RELEASE and INSERT. Type 16 00010 00000
and press RELEASE-START key. Next press INSTANT STOP and RESET.

Fill punch hopper of 1622 with blank Fortran cards.

Set object deck into read hopper of 1622 and press LOAD key.

After the object program has been loaded, set data cards in read hopper
of the 1622. Press START on the console; program identification will now
be typed out.

When READER NO FEED light on the console goes on, press READER START key
on the 1622.

When PUNCH NO FEED light on the console goes on, press PUNCH START key on
the 1622,

When the output is completely punched, press READER START on the 1622 to

complete processing.

@ | 43
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(Exhbit 1)

MARK=-SENSE FORTRAN PROGRAM CARD
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(Exhibit 3) MARK-SENSE S, P, S, SOURCE PROGRAM 1620

1050SETFLGSF  INPUT=1,4,2

1060
1070
1080
1010START
1020
1030
1089BEGIN
1040
1090
1100
5001
5002G0B1
5102
5202
5n03GO
5004
5016
5016
5005G01
5006
5008
5007
5009G02
5010
5011603
5012
50113
1110
3001
3002
3003
3004
3005
3006
3007
3008
3009
3010
3011
3n12
3n13
3014
3015
3016
3017
3018
3019
3020
3021

AM  %=§6,42

CM  %=18, INPUT+157
BNZ %*-36

RCTY

WATYMESSH

H

RACDINPUT

TFM KONT1,0UTPUT
TE OUTPUT+6, INPUT
TF OUTPUT+8,INPUT,.2

TFM KONT24INPUT,sTO USF INDIRECT ANDDRFSSING

TFM KONT34704+10
CM  KONT2,04610

B? GO3
C KONT24KONT3,6
B? GO3
¢ KONT 2 4KONT3,46
BN GO?2

AM  KONT3,41,10

CM  KONT3,80410

B? G602

B GO

RCTY

WATYMES14

AM  KONT2,42,10

CM  KONT2,INPUT+4

BN? GOR1

AM  KONT141199,COUNTFR STARTS AT 12
™ INPUT+440+104N0O PUNCH
Bz GOGO1

CM  INPUT+4,10,10,4PLOT

B2 MEs02+9

CM INPUT+4,20,104PUNCH
B2 MEsO03+11

CM  INPUT+4,70,104,ACCFPT
Bz MEsSO1+13

CM  INPUT+4,4,714,10,TEST

B7 MES0Q4+9

CM  INPUT+4,72,10sCONTINUF
B7? MEsO5+17

CM  INPUT+4,73,10,PAUSF
B7 MEsS06+11

CM  INPUT+4,74,10,FORMAT
B? MEs07+13

CM  INPUT+4,75,104READ

B2 MEs08+9

CM  INPUT+4,7643104PRINT
B? MEs09+11

CM  INPUT+4,4,77,104DIMFNSION

(6)
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3022

3023

3024

3025%

In24

3026

3In27
4031MESN]
4032

40133

4034
4036MESDH?2
4037

4038

4039
4041MESD3
4n4? -
4043

4044
4LOLEMESOL
4047
4048

4049
40%51MESOS
4052

4053

4054
4065MFS06
4n57

4058

40%9
4LONIMESNT
4002
40013

4004
4006MESOS8
4007

4008

40009
4011MESO9
4012

40113

4014
4016MFS1N
4017

4018

4019
4021MES11
4022

4023

4024
4026MEST12

B2
™
B2
M
B7
M
BNZ
DAC
TR
AM
DAC
TR
AM

DAC
TR
AM

DAC
™
AM

DAC
TR
AM

DAC
TR
AM

DAC
TR
AM

DAC
TR
AM

DAC
TR
AM

DAC
TR
AM

DAC
TR
AM

DAC

MES10+19
INPUT+4,789109STOP
MES11+49
INPUT+4,79,10+sFEND
MES12+7
INPUT+4,ns10,ERR
MFE€13+11
TsACCFPT

KONT]1 ¢MFS01-146
KONT1 491449
GOoLoOoP

5+PLOT!

KONT1 4MFS02-146
KONT1+1049
GOLOOP

69 PUNCH

KONTY MFS03=1,46
KONT14172,9
GOLOOP

54TEST!

KONT1 yMFS04-146
KONT1+10s9
GOLOOP
9sCONTINUE!
KONT1 sMESOS5-146
KONT1,18,49
GOLOOP

6 s PAYSE?

KONT1 4MFS06-146
KONT1912,49
GOLOOP
ToFORMAT Y
KONT14MFS07-1456
KONT1414+9
GOLOOP

SsREAD?
KONT14MESO8~-146
KONT1,10,49
GOLOOP

69sPRINT?

KONT1 yMFS0N9=1,46
KONT1412,9
GOLOOP

10, DIMFNSTION?
KONT1 4MFS10~1,6
KONT1,520,9
coLooP

59STOP !
KONT14MFS11=1+6
KONT1,1049
GOLOOP

49 END?
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4027 TR KONT1,MFS12-1,46
4028 AM KONT1,8,9
4029 TFM KONT14+0,69 ]
4030 B FND (:W
4060MFS13 DAC 6sFRR 11 4
4061 TR KONT1,MFS13-1,6 §
4062 AM  KONT1,12,9 :
4065 RCTY |
4063 WATYMES13
4064 B  GOLOOP
2120MESS1 DAC 37+sENTFR MARK SENSF PROGRAM, PUSH START!
2130MESS2 DAC 20sPROCESSING COMPLETE®
2140INPUT DAS 80
21500UTPUTDAS 82
2170KONT1 DC 5,40
2171CLEAR DAS 81
2172RCMK  DAC 14!
2173KONT2 DC 5,40
2173KONT3 DC 2,0
2180KONT4 DC 2,40
2174MES14 DAC 63ERR 20
217TMES1S DAC 65GO TOY
2178MES16 DAC 3,1F!
2179MES17 DAC 3,DO!
55555GOLOOPTFM KONT140,69
5444G0GO1 AM  KONT1,1410
5445 TEM KONT4,50,10
5446G0G02 AM KONT2,2,10
6999G0G03 CM  KONT290,610
7000 B? GOGO4 ‘:W
7001 CM  KONT24510,610sPLUS STIGN
7002 BN7? *+48
AM  KONT1,2,10
7003 TFM KONT14+10,610
AM  KONT142,10
7004 CM  KONT2,20+610sMINUS SIGN
7005 BNZ #448 ;
AM  KONTY,2,10
7006 TEM KONT1420+610
AM  XONT1,2,10
7007 CM  KONT2,70+610sMULTIPLY ,
7008 BN? #424
7008 TFM KONT1,514,610
7010 CM  KONT2571+610+SQUARE
7011 BNZ #448
7012 TFM KONT1,14,610
7013 AM  KONT142,10
7014 TFM KONT15144610
7015 CM  KONT297296109EQUAL SIGN
7016 BNZ #+48
AM  KONT192,10
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7017

7018
7019
7020
7021
7022
7023
7024
7025
7026
7027
7028
7029
7030
7031

7032
7033
7034

7035
7036

7037
7038
7039

7040
7041

7042
7043
T044

7045
7050G0G0O4

7051
7052
7053
7053
7054G0G0OS

7055
7056

TFM
AM
CM
RNZ
TFM
CcM
BN7
TFM
™
BNZ
TFM
M
BNZ
TFM
CM
BNZ
SM
TR
AM
TFM
SM
CcM
BNZ
SM
TR
AM
TFM
SM
CM
BN2Z
SM
TR
AM
TFM
SM
AM
AM
CM
B2
M
BP
M
B2
TF
AM
AM
M
B2
CM
BP
M
BNZ

KONT1+33,610
KONT142,10
KONT2+739610s0PEN PARENTHESIS
*4+24

KONT1424,610
KONT2+74+610+sCLOSE PARENTHESIS
%424

KONT1 944610

KONT 2457596109 COMMA
424

KONT14+239610
KONT245769610¢sPERIOD
*4+24

KONT1+3,610
KONT2477+610+GO TO
*4+72

KONT1,1,10

KONT1 yMFS15=196,G0 TO
KONT1911510
KONT190s610,CLFAR RFCORD MARK
KONT1+2,10
KONT2,784+610sIF

*4+72

KONT1,41,410
KONT1sMES16=1964IF
KONT14+5,10
KONT1+04610sCLEAR RFCORD MARK
KONT142,10
KONT2979+6105D0

#*4+72

KONT1491,410

KONT1 4MFS17=1964D0
KONT145,10
KONT19046104CLEAR RECORD MARK
KONT142,10

KONT1,2,10

KONT24+2,10
KONT1s0UTPUT+143

WACD

KONT1s0UTPUT+143

WACD

KONT2,0,610

0GOS

KONT1sKONT2+611
KONT142,10

KONT4 41,10
KONT1s0UTPUT+143

WACD

KONT1sOUTPUT+143

WACD

KONT4+12,510

GO0GO02
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1040WACD

1041
1042END
1043
1044
1045
1046
1047
1048
1000

WACDOUTPUT

TR OUTPUT,CLEAR
B BEGIN
WACDOUTPUT

RCTY ’
WATYMESS?2

TR  OUTPUTsCLEAR
BNLCBEGIN

H

B START
DENDSETFLG
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THE STATISTICAL VALIDITY OF APPLYING NUMERICAL
SURFACE TECHNIQUES AND CONTOUR MAP PLOTTING TO
CORRELATION PROBLEMS

L. D. Y. Ong

Health and Safety Laboratory
U. S. Atomic Energy Commission
New York, New York

Presentation at 1620 Users Group Meeting
in New York, New York, October 7, 1965




INTRODUCTION

Correlation and regression analysis is concerned with
the study of relationships between variables. When three or
more variables are involved, it is standard practice to
initiaily try to apply the linear relationship y = a + by x; +
by, x5 to describe the data, usually using logarithmic or other
transformations to deal with nonlinear cases. If the descrip-
tion of a multidimensional curvilinear regression surface
cannot be reduced to this multiple linear regression form,
the applied statistician is faced with’the formidable task of
determining joint causation quantitatively with the model
y = ¢ (xl, xa). Those who have had this experience can fully
appreciate the difficulty that arises in selecting not only a
regression equation that fits the data within tolerance but
also one whose terms may be deduced logically.

This talk attempts to make the audience aware of a simple
alternate method of analysis: plot the variables as three-
dimensional coordinate values and infer their regression
surface graphically in the form of a contour map. This visual
inference of the surface can be used as a model of the process,
and can also greatly simplify choosing an appropriate equation
for approximating the expected relation algebraically. If
very high correlation exists between the surface variables,
the analyst, given a sufficient number of points distributed

rather uniformly over the ranges c¢f interest and using his

S
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fundamental knowledge of the subject, could probably freehand-
draw contour lines approximating the "true'" surface reasonably
well, However, besides the fact that these optimum conditions
are seldom met, so-called "eyeball" curve fits introduce an
individual bias that, of course, will vary from analyst to
analyst,

Given data with not-so-high correlation, a marginally
sufficient sample size, and a far-from-uniform distribution of
points with large gaps representing unobserved areas, the
uniqueness of the contours and consequently the validity of
their statistical inferences might be significantly affected
and therefore, the true pattern obscured.

In order to minimize this individual bias, a more exact
and standardized calculation procedure, perhaps necessitafing
the use of a computer, for providing the first approximations
of the contour lines is desirable. This more formidable
statistical approach would provide the best detailed picture
of the sample distribution, including values interpolated
between the collected observations. It is the speaker’'s opinion
that the best estimate of the '"true" or rather population
distribution would be a final smoothing of the calculated
sample surface. These "ultimate" contour lines; based on
the calculated sample surface, should be freehand—drawn'by the
analyst utilizing his important logical intuition acquired
from extensive experience with the subject field. His contri-
bution would be especially valuable in areas sparsely sampled,

such as the perimeters of the sampling areas.
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COMPUTER CONTOURING METHODS

A convenient calculation scheme would be the application
of IBM 1620/1%11 Numerical Surface Techniques and Contour Map
Plotting {1620-CS-05X), which is a set of programs that prim-
arily processes three-~dimensional coordinate values into a
surface which may be expressed graphically in the form of a
contour map. This program package recently made available and

now coming into general use for providing a visual description

of two-parameter distributions, was written by the IBM Corpora-

tion in 1620 SPS II-D, is stored on disk and is executed under

the control of IBM 1620 Monitor I or II with maps drawn by the

Calcomp 560 series (or IBM 1627) plotter. 1Its 119-page applica-

tion program reference manualll] competently describes the two
general surface fitting techniques employed by the package:
1. Numerical approximation over a uniform grid with
or without’sméothing.
2. Orthogonal polynomial curve-fitting.
Besides providing a standard, general computational

method, this computer approach eliminates the tedium of calcu-

lation and facilitates the handling of unwieldy amounts of datz.

COMPARISON OF COMPUTER METHODS

From our experience, the orthogonal polynomial approasch
is recommended over the uniform grid technique for solving
multiple correlation problems where we are trying to predict

the value of a dependent variable y for any given values of
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two or more independent variables xj. This is because the

polynomial method for fitting a surface emphasizes the
determination of general trends without possibly misleading
localized patterns. 1In addition, the resulting contours are
relatively unique since their computation is sensitive to

only two easy-to-converge-on assumptions: the order of the
polynomial and the number of significant terms in the equation.
The fit is always smoothed with the automatic elimination of
insignificant peaks and valleys. Results appear to be fairly
insenstive to a third required assumption - the grid interval
setting.

An example of such a fit is the isopleth diagram shown
in Figure 1[2] which relates strontium-90/calcium ratios
(measured from samples of human vertebrae collected in New
York City) with age and time of death. Here the dependent
variable in this three-dimensional time series is highly
correlated to two independent variables and general trends
are made obvious. Very high correlation between the dependent
variable and age was evident with the contours forming a

definite family of curves.

In contrast, the uniform grid approach is recommended
primarily for engineering-type contouring where it is reason-
able to assume that the local peaks and valleys have sig-
nificant meaning, e.g. in the construction of elevation contour
maps. Here the analyst is trying to create a more detailed
picture of his sample and is essentially concerned with in-
terpolating values between the observed points rather than

trend determination.
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However, the technique can be useful to the correlation
analyst who is trying to gain a better insight as to how the
true surface is influenced by variables besides those repre-
sented by the graph's ordinate and abscissa scales. An
example of this is the isopleth diagram shown in Figure 2[3]
where strontium-90 fallout deposition is related to latitude
and time. It is evident that other variables in addition to
latitude and time are affecting the dependent variable. The
contour lines were actually sketched freehand with uniform

grid computer results employed as a guiding first approximation.

MANUAL CONTOURING METHODS

The disadvantage of the uniform grid method is that the
calculated surface contours are prone to variation, being
highly sensitive to three assumptions: grid interval setting,
number of points for smoothing and smoothing technique used.

The effect of the sensitive settings is underlined by
observing the results from processing data, with both the
machine techniques discussed and the manual contouring methods
developed by Dr. Mordecai Ezekiel{nl in 1926, long before the
advent of the high-speed digital computer. These now-classical
correlation techniques were further developed in his book on
methods of correlation analysis first published in 1930{5],
including an extension by Dr. Frederick V. Waughta]° By
first subgrouping his data, manually averaging the observa-~
tions in each subclassification, and then two-way smoothing
the averages by employing four successive sets of freehand-

fitted approximation curves, Dr. Ezekiel was able to determine

-6 -
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the contoured regression surface representing the joint func-
tional relation between three variables. The specific example
in his book related expected individual haystack volume with
basal diameter and height. Application of the uniform grid
method to the haystack data with a grid interval setting of
8 and without smoothing resulted in Figure 3. Even with this
grid interval optimization, a great deal of statistical
"noise" was evident in the form of jagged curves, and scattered
peaks and valleys -- results far different from those inferred
by Drs. Ezekiel and Waugh, Only after improvising with the
smoothing routine were we able to converge to agreement with
the freehand-drawn contours.[7] The resulting family of
curves, shown in Figure 4, are practically the same as Ezekiel's,
where the standard deviation of the surface residuals is 0.03,
significantly lower than its one~dimensional standard deviation
of 0.13.

Application of the orthogonal polynomial computational
method using a grid interval of 1, a 4th order equation and 12
coefficient terms resulted in Figure 5, practically identical

to Ezekiel's inferences and those of Figure 4,

SUMMARY

Experience has thus indicated that the basic approaches
employed by the IBM contouring package provide the analyst
with an automatically calculated, more complete picture of his
sample data. All machine methods are based on the least squares

criterion and consider the data point by point, instead of

...7-
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first averaging the observations as manual methods do.
Especially in regard to the uniform grid technique, these
"statistically sophisticated"” approaches are probably most
useful in interpolating between observed points, e.g. a
civil engineering surveyor preparing a topographic map with
particular interest in local features.

However, in general correlation problems, where we are
more concerned with predicting the value of one variable
from specified values of two others, the orthogonal polynomial
approach is more valid because of its emphasis on general
rather than possibly misleading localized trends and because
its resulting contour lines are more unique, i.e. less prone
to variation caused by required model assumptions. Besides
exercising caution in the use of computer generated contour
surfaces because of their sensitivity to required assumptions,
the correlation analyst, unlike the topographer drawing a
detailed elevation map, must be even more cautious that he
is not "overcalculating' the solution to his problem. He
should regard his maéhine fits primarily as conveniently
calculated, standardized, interpolated sample data tables
from which to infer joint functional relations, whose final
form may be improved with his logical ingenuity gained from

past experience with the process.
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Monthly Sr-90 Deposition as a Function of Time and Latitude

(Isopleths are mCi/mi4 of Sr-90 per month)
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by
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INTRODUCTION

In this paper, we present a computer method for solving the d=c circuit design 0
problem. All circuits are designed by considering Kirchhoff's circuit law
together with the design constraints. Kirchhoff’s circuit equations are usually an
underdetermined system; there are more variables than equations,

We define a solution region as indicated in Fig. 1. The additional considerations
of the design constraints will form a feasible solution region. Any solution in this
region is a successful circuit. In eingineering practice, no attempt is being made to
solve this general design problem; instead, many assumptions are made to obtain a
design. The intention of these assumptions is to reduce the computational difficulty,
and the significance to the design problem is to consider more constraints than
are necessary., In other words, the feasible solution region will be narrowed
down further such that no design may be achieved at all. The method described
in this paper is originated from a realization of the basic design problem, and the
method is fo rmuiated in such a way that the circuit design can be obtained through
the computer without the unnecessary assumptions,

FORMULATION OF THE D-C DESIGN PROBLEM
Using Kirchhoff's circu +law and considering the design requirements, we

formulate the d=c circuit design problem as follows:

Ne = number of elements in the circuit
NN = number of nodes in the circuit
NVI = number of voltage and current sources in the circuit

There are precisely Ne - NN + 1 independent linear loop voltage equations,

consisting of N'a voltage variables, in the circuit.
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Figure 1. Graphical Interpretation of the Design Problem.




fiS\Q=O ’1=1.0003N8’NN+1
V = (leooonge)
There are NN - 1 independent linear node current equations, consisting of Ne 0)
current variables, in the circuit.
=
fi (I)=0
I=(Il’o-.;INe)/ ’j=1,.oo,NN"1

There are Ne - NVI independent terminal equations, introducing Ne - NVI

resistant variables, in the circuit.

Vi Tk Ry ARENNTLAE

The terminal equations for the source variables are simply V =V for voltage

source and I = for current source; therefore, it is not necessary that they

appear in the terminal equations.

The general mathematical model for d-c circuit is as follows:

fi(;)=0 =1, N_ = N +1 | C
ijE;:o j=lee, N =1
Vrk'-’IkRk k=l,...,Ne-NVI
V= (Viseres Vi)
I=(lyeeenly)
Total number of variables = Ne + Ne + Né - NVI =3 Ne - NVI
Total number of equations = Ne - NN + 1+ NN -1+ Ne - NVI = 2 Ne - NVI

Consequently, this model is an underdetecrmined system of equations.,
Any circuit is designed to meet certain requirements, hence a set of
inequalities can be obtained as follows:

V . €V <V
n m

mi ax

1 )
min sls Ima.x W

R . SR<R
max -3 éy

min



Now the d-c design problem can be defined as finding the values of V, I, and R
such that the required inequalities and Kirchhoff's equations are all satisfied.
METHODS USED TO SOLVE THE DESIGN PROBLEM

The Limited Case

By applying engineering judgment, an undertermined system can be
transformed to a determined system by assigning values to certain variables.
Hence, this circuit design problem is reduced to a problem of solving a
nonlinear system of equations, One method of solving this problem is the
successive approximation procedure of Newton-Raphson, Essentially, this
procedure considers the first two terms of the Taylor's series expansion
of each equation at an assigned starting point and increments the values of
each variable accordingly. The convergence of this procedure depends upon
the behavior of the function in the neighborhood of the solution and the near-
ness of the starting point to the solution.

The Newton-Raphson method is essentially a successive approximation

procedure. Mathematically, the system of nonlinear equations

fi(;<_)=fi(x1,.oo”%r)=o i=1’oo.’N
can be expanded in a Taylor's series at an assigned point as
f-
f(x)"f (}?)+ Ea" O(x -x) + higher order term =0

Suppose x° is su£f1C1ent1y close to the solution of this system; the higher
order term may be neglected. Then we have the following linear system
of equations:

£ () + z‘af" 0¢? 0  i=1,..,N
where C;J = x, =X

—0 0 0

€ = (elo"opr)

4 7o




“Let ?mbe the solution of the above system of linear equations. Then
o

x1=2%° + T will be an approximate solution to the system of the nonlinear

equations,
_. 1 S———
In general, let x" +

= 'xi +ei sthen xi t1 will be used as the assigned
point for the next iteration. The convergence of this technique is very
much dependent upon the behavior of the function fi in the neighborhood of
the solution and the nearness of the first assigned value xo to the solution.

The idea of this technique will be most easily understood by considering

the following one~dimensional example,
2
0 df 0 d f 0,2 -
Let  f(x)=fx)+ o]0 e-x)+ g | L0 -x) b =0

Suppose?fo is sufficiently close to the solution; then we have the following

linear approximation:

0 df 0 ~
f(x)+ Ex_ xO € = 0
0 0 0 -f(x0)
where € =X~-X . Thus, € = af
ax  x o
The approximate solution to the nonlinear equation is xl = xO i3]
, T,
dx xO

~ - . 1,
Assume f (x) as indicated in Figure 2. As we can see, x is closer to

+1 -'=x1 + 61; then the

the solution of f (x) = 0. In general, let x
i+1
successive iterations could generate x that are even closer to the
solution,
This method has been very successfully applied to the system of four

nonlinear equations in one circuit, Unfortunately this method shows no

sign of convergence for the thirteen nonlinear equations of other circuits,
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Consequently, this method can serve as a convergence test of the possible

convergence of other iterative methods.,

The General Case

Let fi = 0 represent Kirchhoff's circuit equations ahd define
G=Z fi2 . Hence, the circuit design problem is solved by finding the
component parameter values within their boundary conditions such that the
equation G = 0 is satisfied., The search techniques were used for this method.
The G function is minimized by these techniques along a path determined by
exploring the relations between the G function and all the circuit parameter
variables. This method is well adapted to the computer because of the
simplicity in programming. It also eliminates the unnecessary assumption in
the limited case method in order to obtain a determined system.

Two search techniques are employed in the program, direct search and
orthogonal search. In the method of direct search, the G function is first
reduced by exploring eéch individaal variable in the function. A direction w
is established after exploring all the variables. The G function is then
reduced by moving along this direction until it fails to reduce any further. The
process is then repeated by exploring each individual variable again in order
to find a new direction. This method is well adapted to consideration of
limits of ’each variable, and it is simple for computer programming. The
method will fail if the contour of the residual function has the form shown in
Figure 3, which shows that no direction can be found by exploring each individual
variable in order to reduce the G function.

The method of orthogonal search is based on the same principle as the
method of direct search. The dnly difference is that the search does not proceed
along ’directions parallel to each individual coordivnate. The search is along all w

the orthonormal coordinates defined by a feasible direction. The feasible

-7 73
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direction can be obtained by the method of direct search or it can be arbitrarily
defined. The ortnonormal coordinates will be obtained by the Gram-Schmidt

orthogonalization process as follows.

Let A1 represent the feasible direction:
Al = (a,...,aN)
The other N-1 vectors can be defined as follows:
Ai = (0,...,ai,ai+1,... ,aN)

.
L]

A-N= (ov-o‘soaaN)

= € =
Let B, = A} and €, Bllhsll

Then the orthonormal coordinates € , can be obtained by

i-1
B,=A -L (A . €)€,
i ioy=p i i
Ly —-—
€ =B/ 18] |
This process can be easily understood by considering the following

two-dimensional example., See Figure 4,

Let A1 = (DX, DY)

A2=(O,DY)
By =4
€ =
1 BI/lBl‘
Then
- - 0€ f
BZ AZ (AZ 1) 1

€2=32/le]

Therefore,

A3 ) and “’62 are the new orthonormal coordinates.

e



Figure 4.

-10-

W




The advantage of this method over the direct search method is that the
problem of interaction between variables is reduced. This means that all
variables are being changed simultaneously instead of one at a time during
the process of reducing the G function. The disadvantages are: how to
select suitable step sizes in exploring along the orthonormal directions and
how to handle the limits for the variables.
COMPUTER PROGRAM
The flow chart of this program is shown in Tigure 5. The available memory
size of computers ia differentit To avoid the difficulty of overflowing the machine,
the flow chart above the dotted line can be carried out by hand.
Example
A voltage mode switching circuit consists of four resistors, two power
supplies, one transistor, one diode, and two operating states. The circuit
diagram is shown in Figure 6. The design requirements are as follows:
1. The input impedance of this circuit has to be larger than a specified value.
2., The input voltage and its noise level are designed to satisfy a given
range ot variation,
3. The output voltage, current, and volitage noise level are designed to
satisfy 2 given range of variation.
4. Resistors are designed to meet the given tolerances.
5, The power supplies are designed to satisfy a given tolerance and range
of variation, |
6. The power dissipation of the circuit is designed to be less than a specified
value,

7. The circuit uses the specified transistor and diode,

-11- N /7
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The linear piecewise approximation of the characteristics of diode and transistor
was used in this program as shown in Figure 7.

The system of Kirchhoff's equations consists of twenty-two variables and

o fourteen equations, The result obtained by this method was successful. The size
of the system can be reduced by considering either the independent loop or node
equations with additional constraints, The result of using independent loop
equations, which consist of sixteen variables and nine equations, is also obtained
by this method. Because of the dimension of this design problem, it is difficult to
give a graphical interpretation. However, if we consider the solution region
defined by iﬁput impedance, input noise level, and output noise level, then the
feasible solution region is the interception of the solution region defined by other
design constraints. The feasible design is obtained by locating a point in the
feasible solution region as indicated in Figure 8., The trade-off relations can be
demonstrated by repeatedly applying this method with the variation of the design
m’ constraints,
CONCLUSION

This method has been successfully applied to the current mode circuit as
well as the voltage mode circuit., The scope of this method is not limited to the
feasible design of a circuit. The continuous application of this method will lead
to an optimum design by simply modifying the G function as follows:

G=w,_f%+5

k k M

where fk is the system of the Kirchhoff's equations;

W) is the weight factor used to keep the solution in the feasible

design region;

fM is the desired function, under optimization.

“ In view of the optimum design, the importance of the elimination of the unnecessary

assumptions is even more significant,
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The Solution of Laplace's Equation in Two Dimensions
by
Oscar N. Garcia, 01ld Dominion College

Introduction: Partial differential equations of the second

order and first degree of the type:
A PYCLdn D V- fxg, ,ay) 2V
& g T 2y
are said to be of the type called elllptlc if B2 - 4ACZO0
parabolic if B2 - 4AC = 0
hyperbolic if B2 - 4AC »O.
The equation that occupies our attention here is of the first
type (Poisson's equation):
*V, iV _
Sxr " dyrT
where f’ will be taken to be zero to yield Laplace's equation:
D"V -0
)x" Sy*

Analysis of the Problem. The numerical solution of this problem
for the case where no tractable solution exists is going to consist
of two main parts: 1) setting up the difference equations, and 2)
solving the set of linear equations originated in (1).

An analysis of the errors which occurr in 1) and 2) and those
due to round-off should also be included in the solution.

The program presented here was designed with such an error
study in mind, but the results are not part of this presentation and
are not complete at the time of this writing.

Setting up of the difference equations. A Taylor series
expansion of a function V (x,y) about a point Po(Xo,Vo) using a

Ax =h, Ay =0 is:
h y 0 QV/ i+ J;V g). ; V/ £.5
Vizthyg) = V(2o g + 5%

Xo,Yo ! 3—;’ 5. ;xs xoyoz'
© "V ﬁ " (1)
V()ld‘ £) Yo) = ( ox" )/ Xeo,Y4o

Oor:s

Similarly for Ax = -h, = .:)"V (_‘)n

V (zoth, 40) = Z: v T

Truncating (1) and (2) at n = m we can say that m
Q"V / ﬁ" 9'”1// /4
V("o*‘;ffo)gﬂgo Jx") me ml o (3)
where g; [

X, < §<xAh

(2)
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met n 2 D"V Ch)”
V(x.- ,y,,)':% [(ég“i‘:/ 7/t o /;. m! “ Q0

3 jO

\ where Xg —h(?{xc.
| If we add (3) and (4), the terms for odd values of n are eliminated

md N
; Vteth ) ¢ Viro by = 2 Z Jx” /x % ,’5,

V| & v ] % )

.—-—-..—-c

| Iz 5% Y% gy.’”'

where we assume only even values for N (0,2,4...) and a continuous

mth derivative about (xo0., y,) as before.
The usual approach is to truncate this series at the value m = 4.

Further investigations, using the methods outlined here, are intended

for m = 6 and m = 8 to determine the effect of the truncation error

in the solution. There seems to be a prevalent opinion among

researchers in this area that the added complexity in the finite

difference approximation for m ) 4 overshadows any gain in accuracy,

and use of a smaller value of h is usually preferred {cw
For m = 4, equation (5) becomes:

Vv
Vet hge +V (x b3 = 2 (Vexog + 57 ax*lx oo 2!
AT
yo

Jxﬂ

L
Solving for . / in (6):
Xeo,Yo

X
3V / ) [y(x,fﬂ,g.)f-l/(x.lg. Vg

7)

Ix* Zo g, (9”7 )
24./ ez“gy 92:
where evidently the first two terms give the difference between the
values of V at two points symmetrical with respect to Po (Xo, Vo). and
the value of V at Pg.
Simplifying (7) we obtain one of the two approximations for the
two dimensional case:

2 V?'o Aﬁ o) VQ3CO'5195)'22VQ1a522!
3);:/ T 2V T 6};/ wlédz @ O

Similarly an expression for J_l/ Ze,y 8)5
5Y0

could be found:



-3
Q*V V(ﬂ") Yo ’f“)'f‘ V(xﬁ yo’l) -2 V(ta_,yo) '{' )4;/ + ﬂ/)
ey R !

2y*

2
Neglecting the h_ terms in (8) and (9) and adding to obtain
Laplace's equation wé&®find that:

V(xth, %) + V(xo-4 ) Ye) + Vix. , Yot h)+ V(oyrh) (10)
- 4 V(xeo,yo)=0

which is the basic difference equation to be used.

Using the symbolism of
Figure 1, equation (10)
may be written as:

Vl+V2+V3+V4—4VO=O.

Figure 1.

More generally for a point not on the boundary of the k x € grid
in Figure 2, we have:

Vi-u,j +V£-I,j *'/c',ju "'Vf-‘,j-l - 4‘ I/,__,J =0 (11)

which is called the 5 point approximation.

\/" Vlt l/,a e et e e e s V"re
Var [Vaa | Vas Vae
Vo | V32 Vig
Vit ;&g
Figure 2.

If we try to solve for all internal points on the rectangular
grid of Figure 2, we have a system of linear equations for each i =2,
3, «es, (k = 1) when j = 2, 3, ... ( - 1). As an example Figure 3
shows the coefficients for the different values of V; ; corresponding
to k = 5, e = 5, If the values of V; i,j are spec1f1ed at the
(rectangular) boundary, as they usually are, the terms whose
coefficients are circled in Figure 3 may be added to form a constant
and the matrix of coefficients of the system of equations now looks
like Figure 4. It should be noticed that this is a symmetrical
matrix. If the four points about V(x,,ypo) were not at a distance
h from it, the symmetry of the matrix is not assured. 5%;
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EJ 4243 442,0222324253,032333.4354/ 4243444552 5354
2|2 d a4/ / =J
2|3 O | |1}41 / =|o
2|4 O | |40 / =|0
3|2 / 04/ I =|o
313 / /=4 | = |0
3|4 / /4 / = (o
42 / AR BRE
4|3 / 471 110 =|o
44 / (40 | 0=
Fig. 3 (Circles Indicate Boundary Points)
(J 2,2 23 2,4 32 33 34 42 43 44 ﬁ
2 2] - 4 / / = K.‘t
1213 7 | =4 { / = | Kz
2|4 /! |- 4 | = | K;
3l2| s -4 / = | Ke
313 / /] =4 7 / = | Ks
3 4 / / "'4 [ = Ks
4|2 / -4 / = K
413 / t | -4 7| = | Ke
4|4 / / |-4] = | Ko
Fig. 4
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Solution of the System of Equations. The system of equations
set in Figure 4 may be solved by any of a number of methods. A
survey of the literature shows a wide variety of approaches with
their relative merits and drawbacks.

Figure 5 is a chart that demonstrates the diversity of approaches.
One of the most important features of any method, however, is its

simplicity and the availability of a good body of theory behind it
validating the approach.

Gauss-Seidell (successive displacement)

r Jacobi (simultaneous displacements)
Point Successive Overrelaxation (Liebmann's
Iterative ) when applied to Laplace's equation)

Richardson's Method
L Sheldon's Method

Successive Row Iteration

Methods of { Line ¢ Simultaneous Row Iteration
Solution Iterative Successive Line Overrelaxation
for the ¢ .
Systemsof § Alternating- ( Peaceman-Rachford Method
Equations | direction 4

Implicit Douglas-Rachford Method

-
Block Simultaneous Block Iteration
Iteration Successive Block Iteration
-

Figure 5.

A very simple method of the relaxation type ("Introduction to
Engineering Analysis", IBM F20-8077-1, page 96) in a modified version,
has been used to solve Laplace's equation when the boundary conditions
are numerically specified at a number of regular points in a closed
polygonal perimeter. This modified program is shown in Appendix A.

A method which has the desired characteristics described above
is the Gauss-Seidel method. At the same time, convergence of the
iteration process used in this method is assured if the sum of the
absolute magnitude of the coefficients of the non-diagonal elements
is equal to, or less than, the magnitude of the corresponding
diagonal elements, with the inequality holding for at least one equa-
tion. We see that this is the case in Figure 4). Furthermore, since
it is not necessary to store the "residuals" R(I,J), more storage is
now available for the solution of a larger net. A net of somewhat
more than 400 points may be solved in the basic 1620. A program
using this approach has been written and is given in Appendix B. It
has been found that for the same net of 72 points this program runs
in better than two thirds of the time taken by the program in
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Appendix A for the same accuracy. Higher gains are expected for
larger nets. (In the block relaxation program of Appendix A,
twenty iterations were necessary while the Gauss-Seidel program
required only sixteen).

Conclusions. It has been shown that Laplace's equation may be
approximately by finite differences leaving an error term of the
order of h2. Furthermore this set of approximate difference
equations are usually solved using iterative techniques. Two of
such techniques, chosen primarily because of their simplicity,
were considered. The estimation of how well the finite difference
equations approximate the Taylor series, is a complex one. On one
hand, although a maximum error bound may be found, this involves an
estimate of the fourth order derivatives of the function which com-
plicates the computations. The alternate possibility, on the other
hand, is to decrease the size ?fzh by a factor (k] { 1 resulting in
the increment by a factor of (= in the number of points of the
grid, and therefore, more usage of machine time for the solution of
the larger system. There seems to be some preference given to the
latter solution. This may be partially due, perhaps, to the scarcity
of literature in English and of examples of studies using the former
approach.

APENDIX A

DIMENSION V(3048)9sR{3098)9sIX(30s2)
21 READ1 +MsDEL
DO31I=1sM
READZ2 9V (Iol)sV(Is2)sV(Io3)sVI(Ish)sV(1ls5)aVI(iso)sVils7)sV(lss)sdsk
IX(Isl)=U
3 IX(Is2)=K
DO 20 I=14M
DO 20 J=1+8
20 R(IsJ)=0,
L=M-1
D013 I=2sL
Ll=IX(Is1)+1
L2=IX(I+2)~1
DO 13 J=L1sL2
13 RUI4UI=VIT=10J)+V(I+190)+V(IsJd=1)14V(I9J+1)=4e%*V(I,sJ)
. ITCT=0
4 ITCT=1ITCT+1
K=2
DO 9 I=2sL
L1=IX(Is1)+1
L2=IX(1s2)-1
DO 9 J=L1sL2
RAB=R(I+J)
( OVER )

g7

p-=y

e
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IS

IF (RAB) 109747

RAB==R(1sJ)
IF(RAB-DEL)9+9+8
K=1

RDEL=0e25%R(I4J)
VIIeJ)=V(IsJ)+RDEL
R{IsJ)=0e
R(I-14J)=R(I-1sJ)+RDEL
R(I+1sJ)=R(I+1sJ)+RDEL
R(IsJ=1)=R(IsJ=1)+RDEL
R(IsJ+1)=R(IsJ+1)+RDEL
CONTINUE

GO TO(4911) 4K

PUNCH 1sITCT

DO 5 I=1sM

PUNCHZ2s V(Lsl)sV(Ia2)sV(Is3)aV(Isd)eV([sD)sV(lsb)aV(LaT)sVI(1s8I

GO TO 21
FORMAT(I5sF10e0)
FORMAT (8FB8e49212)

SAMPLE DATA

END
9 0401
[ ] L ] [ ]
L] L] L]
L] L 4.
L 4. L
[ ] 4. [
4o . .
[ ] L 4 o
3472 3444 3.
20
<0000  +0U00  +0000
<0000 40000  +0000
<0000  +0000  +0000
<0000 40000 40000
<0000 40000 440000
«0000 40000 440000
<0000 440000 347460
440000 348203 345683
440000 347200 344400

L]
4o
16 2484
RESULTS
«0U00 40000
<0000 0000
«0000 440000
440000 36425
347475 343970
345997 342302
344250 3.0852
302765 249593
248400

31600

4o
4e

56

440000
440000
3¢4820
3641759
269777
248390
247303
2e6402
25600

w

NNe © ¢ ¢ o o o o

N
[
[82]

30000
29363
27549
26074
245024
204248
23664
203197

2e
2e
2e
2e
2e
2e
2e
2e
2e

240000
240000
240000V
20000
20000
200000
20000
240000
20000

[l ol AC R VVERUVIIN o6 1l o ) 0]

0 ®m®®®®®
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APENDIX B
DIMENSIONV(5098)sIX{(5052) ‘(}
READ 1sMsDELSITEND
DO3I=1sM

READ2sV(Is1)sV(I92)sV(I93)sVI(Is&)sV(Is5)sV(Is6)sVI(IsT)sVII8)sJsK
IX(Is1)=J

3 IX(Is2)1=K
L=M=-1
ITCT=0
14 K=0
DO 9 I=2,L
Li=IX(Is1)+1
L2=IX(Is2)~1
DO 9 J=L1sL2
Z2=0e25%(V(I+Ls)+V(I=1od)+V(IsJ+1)+V(IsJ=-1))
DISC=Z-V(Isv)
V(IsJ)=L
IF(DISC) 109797
10 DISC==DISC
7 IF(DISC-DEL) 94646
6 K=K+1
9 CONTINUE
ITCT=ITCT+1
IF(ITCT=ITEND) 17917511
17 IF(K)15911914
11 PUNCH 1sITCT
DO5I=1eM @
5 PUNCHZ2s V(ILsl)oV(I92)sVIIs3)aVI(Iah)sV(Is5)sVI(Isb)sV(IsT)sVI(Ie8)
GO TO 21
15 STOP
1 FORMAT(I54F10e0s1I5)
2 FORMAT(8FB8e4+212)
END
SAMPLE DATA
9 0«01 1000
[ ] [ ] L ] * 4. 3‘ 2. 6 8
L] * [ [ ] q‘. * 2. 6 8
. . . 4o . . 2 5 8 .
. . 4e . . . Ze 4 8 f
. 4o . . . . 2e 3 8 !
L 4. L ] [ ] * L] 2. 3 8 i
4. [ ] L] [ ] [} [ ] 2. 2 8
L] L] L ] (] [ ] L] 2. 1 8
372 3eb4 3el16 284 2456 2428 2 1 8
RESULTS y
16 f
« 0000 « 0000 « 0000 « 0000 «0000 440000 340000 240000
« 0000 « 0000 « 0000 « 0000 s 0000 440000 249381 240000 !
«0000 «0000 « 0000 ¢« 0000 440000 364791 27547 240000 +
« 0000 « 0000 ¢ 0000 440000 346359 341697 26048 240000
« 0000 «0000 40000 37414 343879 269698 264989 2,000V

¢ 0000 440000 37461 364216 340807 27303 243692 240000
440000 348221 35705 32770 269595 246428 23230 240000V

{
«0000  +0000 440000 345923 342203 248340 244248 240000 () «

) . ’
440000 347200 3¢4400 341600 2¢8400 245600 242800 240000
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STRUCTURAL ANALYSIS USING THE 1620 COMPUTER
Tony A. Ross
University of Mississippi
University, Mississippi
INTRODUCTION

Structural analysis, a familiar phrase to all civil
engineers, is often a dull and repetitious undertaking, and
much of this so-called analysis is simply ''turning the crank."
With the assistance of an automatic computer, the engineer
is now able to devote more time to actual analysis, while
the computer, with the proper instructions turns the crank.

The purpose of this paper is to develop a program to
analyze various structures using the IBM 1620 computer. The
program developed can be used on any computer capable of com-
piling a Fortran program, and the method presented will
analyze most of the common structures encountered by the
present-day civil engineer. Example problems have been
worked to illustrate the versatility of the program, and a
generalized step by step procedure is presehted in order to
simplify the preparation of the input data.

The slope deflection method of analysis is used in the
program presented in this paper. C. K. Wang (1) presents

a matrix formulation of the slope deflection equations, and

1. Wang, C. K. Matrix Formulations of Slope Deflection
Equations. ASCE Transactions, 1958, Vol. 84, p. 1819,
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from his presentation, the following matrices need to be

completed:

Matrix
i -
[o1] -
[A] -

[FEM] -

(B -

Description
The relative I of each member
The length of each member

A matrix whose elements are
the coefficients by which
the distributed end moments*
are multiplied to obtain the
balancing joint moments and
sidesway forces

A matrix expressing the fixed
end moments acting on each
member

A matrix expressing the
balancing sidesway forces
acting at each joint or on
each member

It now becomes our task to define each of these matrices.

The following section contains a step by step procedure,

and if followed closely, this will minimize the errors

likely to be encountered in preparing the input data.

*Distributed end moments are the balancing moments distributed

to the ends of the member such that the structure is held in
static equilibrium under the action of the unbalanced end

moments and sidesway forces.
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General Solution

This section contains a brief description of how to pre-
pare the input data for the general bent shown below. This
step by step procedure, if followed closely, will minimize the

input errors that are likely to occur.

p
10k V? 2 }c\"
3 -
Ps

I. Draw a sketch of the structure to be analyzed. On this
sketch, (1) number the members (1 through m), and deter-
mine the number of unknown joint rotations (j) and unknown
sidesway displacements (s). (2) Draw the P forces and

name them consecutively from 1 to n = (j+s).




IT.

Draw a second sketch and on this sketch draw the dis-
tributed end moments and iwumber them from 1. to 2m,
These moments do not include any fixed end moments due

to loads or settlements.

VASH



III. Formulate the [A] matrix expressing the P forces in
terms of the distributed moments. This matrix is

formed by observing the freebody diagrams of steps

I and II.
P -
1~ DM,
‘/ B :; HBc__g-DMs
H'BA M2 T
Ve v P >
. BC 3
BA
Hap
M,
DM,
P, = DM, + DM,
P, = DM, + DN
Py = -Hpo - Hep

¢




E: M_ =0 }: M, =0

- h) =0
DM, + DM, + VBA(dl) HBA( 1) DM, + DM