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Tired of dueling with DASO demons? Stuck in the slime of 
security management? Up to your eyeballs in user abuse? 
You're not alone. There's a whole army of virtual vermin 
ready to apply cruel and unusual punishment to your entire 
VM data center-if you let them. 

Yet there is a way out. And as thousands have discovered, 
it's surprisingly easy. 

It's called the VM Software Seminar-and it's free. At this 
unique half-day event, you can learn first hand how to 
strengthen your control over VM operations while streamlin
ing your workload. How to improve service to users while 
making the most of system resources. And how to extend 
these improvements across multiple environments through 
the sophisticated use of network data transfer technology. 

The seminar that puts you in control. 
Each VM Software Seminar is packed with information on 
tools and techniques to maximize the value ofVM operations 
with a minimum of data center personnel. 

You'll see the comprehensive functionality of 
VMCENTER n;" the world's leading VM systems manage-

, ment package with an unmatched record of reliable, cost-ef
fective performance. 

You'll also see a series of tools for improving performance 
throughout your SNA network. And you'll have a chance to 
exchange insights on a variety of subjects with other systems 

management professionals from your area. '~ . .. ,,, 
It's the perfect seminar for anyone interested in improving -~ 

VM operations. And the perfect escape from your daily dun- .c·~, 
geon to a brave new world of confidence and control. So don't 1 

delay-reserve today. And put the horrors behind you once 2· 
and for all. 

Agenda 
8:30 Registration and coffee 10:15 Break 
9:00 Seminar begins 12:00 Free lunch 

Seminar dates and locations 
Atlanta, GA Detroit, Ml 
November 17 November 14 
Boston, MA Hasbrouck Heights, NJ 
October 12 October II 
Cherry Hill , NJ Hartford, CT 
October 31 October 20 
Chicago, IL Houston, TX 
October 6 November 9 
Cleveland, OH Indianapolis, IN 
October4 October 5 
Dalla.<, TX Kansas City, MO 
November 15 November 8 
Den\•er, CO Long Beach, CA 
November 7 October25 

Reserve your 
place today, call 
(800) 562·7100 
(703) 264·8413 

Long Island, NY 
October 19 
Minneapolis, MN 
October 3 
New York, NY 
October 10 
Ottawa, ON 
October 18 
Raleigh, NC 
November I 
San Francisco, CA 
October 26 
San Jose, CA 
October 27 

Seattle, WA 
October 24 
Tumpa, FL 
November 16 
Toronto, ON 
October 17 
Washington, DC' 
November 3 

'Highlighting 
Federal 
Government Issues 

Copyright 1989 Systems Center, Inc. (Note: Attendance by a software vendor or its representative is prohibited without prior written approval from Systems Center, Inc.) 
VMCENTER II '~ is a trademar~ of Systems Center, Inc. VM '~ is a trademark of International Business Machines Corporation. 



"Our network moves 
enormous loads quickly. 
So does our CICS." 

'JU CSX, we have 61 production Cf CS 
regions and seven million transactions 
per day. With The Monitor For Cf CS,'" we 
see problems long before our users d<>." 

Rail transportation. Container shipping. Gas pipe
lines. Resorts. CSX is a $13 billion giant. With over 
21,000 miles of rail , 6,000 miles of natural gas pipeline, 
and 5,000 miles of fiber optics, CSX needs real-time 
status to service its customers. 

So at their Jacksonville, Florida, and Baltimore, 
Maryland, facilities, CSX uses CICS to track status and 
inventory- and relies on The Monitor For CIC'A'I to 
manage CICS performance. "The Supertrace feature lets 
us look inside an application and gauge its effects on 
system performance," says Jason Butler, Manager, 
Technical Services. "We can trace application logic 
and evaluate resource consumption right down to the 
event level." 

"We've built a unique monitoring system that is 
PC-based and set up so that Monitor commands are 
automatically executed to identify poor response times. 
This lets me spend more time with features such as the 
storage display. Now when a problem arises in CICS, I 
can alter storage or delete ICE/AID chains rather than 
shutting down and cold starting the system." 

The Monitor is the completeClCS performance man
agement system that'U help you save the day. Become 
the hero in your CICS community! For a.free, 30-day 
trial of The Monitor For CICS, caU us today at 
1-800-227-8911or1-703 -893-9046. ! · 

. LANDM&RK 

MINDS YOUR BUSINESS 

Landmark Systems Corporation 
8000 lbwcrs Crescent Drive, Vienna, Virginia 22180-Z700 
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Our library management system has evolved to a 
higher plane of existence. CA-LIBRARIAN• is now 
the only comprehensive software package that 
combines library management and change control 
for all IBM operating environments. 

You can now rely on CA-LIBRARIAN to manage 
the thousands of program changes taking place in 
your source library every year. You get on-line audit 
capability, automatic synchronization to ensure • 

every change is valid within your systelll. Built-in 
serurity reinforcement. Plus, a complete record of 
code changes made on a day-to-day basis. 

1b date, more than 7.000 facilities have come to 
rely on CA-LIBRARIAN. Find out why by calling 
jamieBrooksatS00-237-9273 (in N.J ., 201-874-9000). 
And discover what it's like to have total control over 
your destiny. 

\\ell, almost. (A'OMPUTER' 
r.SSOCIATES 
Software superior by design 
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CA Bashing: Is It Justified? 
When those in the audience at a recent IBM 

mainframe user group meeting were asked to share 
their experiences with CA-SCHEDULER from 
Computer Associates (CA) , a loud chorus of boos , 
groans and snickers erupted immediately. The 
very same response greeted each and every men
tion of CA, its products and its support . A ques
tion about user satisfaction with CA-YOLLIE and 
CA-LIBRARIAN was met with , " I don't have 
CA's YOLLIE, I have ADR's YOLLIE." 

Here at MAINFRAME JOURNAL we have ed-
ited out quite a few vicious attacks (in the name Bob Thomas 
of journalistic fairness) from articles where the 
author took a circuitous route from the main thrust of the article just to blast CA. In 
fact, several writers have volunteered to do an expose-type article on CA's " merger 
mania" and "lack of customer support." 

At the same meeting, though , after all the hootin ' and hollerin ' died down , CA 
users one by one confessed that support was really pretty good , phone calls were 
getting returned in short order and products were being enhanced . And , by the way, 
the CA-SCHEDULER user presented a positive review of the product. 

What the heck is going on here! Why is everybody picking on CA (other than 
investors , that is)? Is CA such an easy target because of the aggressive way it has 
gobbled up so many other software companies? Is all this CA bashing justified? 

My take on the matter is that the flurry of takeover activity in such a short time 
frame has created some chaos at CA and its acquired companies. Support probably 
did diminish . Product enhancement did slow down and halt entirely in some cases . 
Good people did lose jobs in the name of efficiency and to eliminate duplication of 
function. But , judging from the responses of quite a few CA users, things are not 
nearly as bad as the press has portrayed . CA users are rallying to the support of their 
beleaguered vendor. Revenue from the sales of CA products continues to grow, so it 
must be doing something right. Is "CA bashing" justified? You be the judge . I invite 
CA users to send me your comments for a follow-up article . 

Share Your Experiences For "Big Bucks" 
To excerpt from Ken Peterson ' s letter in Reader Forum (page 8) , " One can only 

learn so much from manuals. Getting working professionals to write about their ex
periences helps all of us to share hard-earned information." There is a hunger for 
information among DP professionals in mainframe shops , especially the "Tips and 
Techniques" type of information . My goal is to tap into the tremendous resources 
available out there in "readership land " for articles that will help and enlighten others . 

If you're doing something unique or interesting on your system , take time to write 
a brief description in article form and submit it for publication in MAINFRAME 
JOURNAL. We're not trying to win the Pulitzer Prize here so don ' t worry about style; 
substance is what we are after. Our editor, Carol Hoag , is an expert at " smoothing 
out the rough spots ." For your efforts , not only will you receive the undying gratitude 
of the many you will unknowing ly help and pats on the back at user conferences; but 
also, you will receive cash from MAINFRAME JOURNAL (no T-shirts , subscriptions 
or association memberships in lieu of real money, here) . No , you probably won ' t be 
able to retire , but from what I can tell, our payment rates are among the highest. 
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Mainframe Programming On The PC 
It was interesting to contrast " Improving Mainframe COBOL/ 

CICS Programmer Productivity" by Tieman and Danker in the 
July 1989 issue with our experiences here at American Hotel 
Register. Like the authors, we considered the Realia COBOL 
compiler for the PC. We rejected it, interestingly, for the very 
reasons that Tieman and Danker chose it - it acts like a main
frame compiler ported down to a PC. We wound up choosing 
Visual COBOL from MBP Software (Alameda, CA). This pack
age, while fully mainframe-compatible , is a true PC platform 
with an amazing screen designer, an integrated , powerful de
bugger, superb documentation , no rough edges and very few 
"gotchas." We did not get any of the CICS options, since we 
run color CICS on 3179 terminals, which no PC vendors seem 
to support. OptTech Sort, which the authors purchased sepa
rately, is included automatically as part of the plain-vanilla Vis
ual COBOL compiler. For editing, we use the venerable PC
Write from Quicksoft (Seattle, WA) . While it is a fullword proc
essor rather than a text editor, it works like a champ for straight 
programming . 

As Tieman and Danker pointed out, IBM 's file-transfer pack
age does not work with packed data. In addition, we could never 
get it to work with any signed data at all. Although the authors 
wrote their own applications programs to unpack and repack 
data, we purchased PC-Mainframe from CF Software (Des 
Plaines , IL) . While this package is not as intuitive as Visual 
COBOL or PC-Write , it does work well, it is quite flexible and 
it allows our applications programmers to upload and download 
file s quite easily without worrying about minutiae. 

During the two years we have been using PCs for program
ming, they have steadily, gradually been gaining ground. New 
PC applications have been developed by our staff and some 
existing processes have been ported down to our network . Tier
nan and Danker wrote that they were excited about the use of 
PCs in their mainframe shop. We absolutely agree . 

fern· Ebner 
American Hotel Register Co . 

Northhmok. IL 

VSE/SP Versus VSEIAF VRM 
It may come as a surprise to many people to know that even 

if they are on VSE/SP 3.2, they are still running VSE/AF 2.1 ! 
Keep in mind that the SP stands for System Package. One of 
the components of the system is VSE Advanced Functions (VSE/ 
AF). The Version Release Modification (VRM) of AF did not 
change between SP 2.1, 3.1 and 3.2, even though enhancements 
were made . The highest level is AF 2.1.7. At VSE/SP 4.1 , 
IBM enhanced VSE/ AF and labeled it Version 4. There never 
was a Version 3. More specifically, there are levels 4.1 .0 and 
4.1.1 that , coincidentally, match the levels of VSE/SP that con
tain them . I guess IBM was confused with the levels not match
ing before because I have found VSE/SP 3.1 manuals referring 
to VSE/ AF 3. I, which never existed! 

What makes the above more than just numbering trivia is the 
fact that if you are a VSE/SP 2.1.7 user and you apply PTF 
UD44067 (recently superseded by UD44 I 88), you end up with 
the AF enhancements of a 3.2 system. Namely, you can use up 
to nine address spaces and I 28MB virtual. This makes sense 
when you consider that the fix is for VSE/ AF 2. I . 7. so it doesn't 
matter whether you are on SP 2 or 3. This gives you the benefit 

of " Pete 's Patch" along with the support of IBM since it is 
their code. This fix makes it very attractive to those users who 
want the AF benefits of SP 3.2 but don't immediately need all 
of the other component upgrades such as POWER , CICS, VTAM 
and so on. 
Notes : UD43521 superseded UD4241 I and UD43212 

UD44067 superseded UD4352 I 
UD44188 superseded UD44067 

This PTF caused massive changes to much of the VSE sys
tem . It fixes many problems (329 APARS resolved by UD44188!) 
including looping systems, hardwaits, softwaits and GETVIS 
related . As mentioned above, it also adds support for nine ad
dress spaces and I 28MB virtual. 

If you are going to apply the IBM PTF and you use Goal 
Systems' FLEE/VSE 2.5x (Goal DCM-Systems) , you must ap
ply DCM-System/VSE Zaps 2.54-12 to avoid any library cor
ruption problems . (Editor's Note: Version 3 of Goal's DCM
Systems corrects the problem) . 

Returning The Favor 

Dennis L. Bliss, CDP 
Sr. Systems Programmer 

SC Dara Cemer 
Monroe, WI 

I would like to thank you for forwarding the VSAM time 
stamp decoding program I requested . I have received and mod
ified it to fit our needs under VM /SP 6.0. To return the favor, 
I will make available on tape and/or print my copy of the source, 
update files, AUX files and all other files associated with this 
project. I have made modifications to allow the use of the pro
gram under CMS/DOS as well as directly under CMS as a 
module . You may have your readers contact me directly at the 
following address. 

Russell N. Hathhorn 
Portland Community College 

Portland, OR 97219 
(503) 244-6 111 ext . 4705 

Sharing Hard-Earned Information 
I find the articles in MAINFRAME JOURNAL on IBM soft

ware products and architecture to be of great value to me . One 
can only learn so much from manuals. Getting working profes
sionals to write about their experiences helps all of us to share 
hard-earned information . Your articles on CICS and VSAM
related topics have been great! Please provide more articles on 
TP monitors and databases. 

CICS Conversion 

Ken Peterson 
D L Barney Software 

Wilmington, DE 

I recently converted file buffer processing in CICS from NSR 
to LSR . I used seven MAINFRAME JOURNAL articles as the 
basis for the conversion. The information the articles contained 
was technical , yet illustrated and discussed well enough that the 
subject was covered quite well. My thanks to MAINFRAME 
JOURNAL and the authors of those articles . 

Ray Pittman 
Moore Business Forms 

Denton, TX 
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Computers are really about time. Often 
~ forget about their single ma;t important 
feature-the saving of time. Million.5 of hours are 
sa.a:I annually by computers. Yet nothing strike; 
fear more than the ~ibility of la;ing time by 
tmeXpErtffi downtime. 

The in.st.ant you ~rience a data JIBS, 
you begin la;ing pl'ff:ious minute>. Pressure 
builds as the clock tick<> by. Without data 
protoction, time is noo::le'.I to recon.5truct or 
salvage your fi!e;-time that ca;ts you money. 

If the data cannot be recovered, the time to 
reenter thousands of transactions isn't the only 
time consumrl. Your DP centers work flow 
is disruptfil when data entry is squeeiffi in 
after hours into already tight schedule;. Your 
organization depends on your data to make 
ckisions, pay its payroll, keep its records and 
plan for the future. 

Even if you've never ~rienced a data 
JIBS, now is the time to discover the recovery 
setvire; you'll have with Softsystem.5. ~ are the 

SOFrSYSTEMS INC. 

300 Mallick ~r, One Summit A~nue 
Fort Worth, Tuxa<i 76102 

800·331-7846 817·877·5070 
Canada 800·367·8673 

industry's innovative leader in data recovery 
~lopment ~ialists are available 24 hours 
a day to insure you're down as little time as 
~ible. Softsysterru; has the nrovery program 
to meet your noo'.ls. JPUIE-Journal Prcmsing 
Environment, SJS-Sromd Journal System and 
]PU/A-Journal Prcmsing Archiving. 

Time spent today with Softsystem.5 will 
save you time and make sure your system has 
the belt data protoction. After all, in computers 
more than anything else, time is money. 

~ for CICS Envirorunen~ VSE, VSF/SP, VS I, MYS, MVS/XA and MYS./F.S<\ 1115tallatiol15 
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VSE 15-Partition Support Now Available 

A set of modifications increasing available VSE partition space by 25 percent was an
nounced by John Baker , senior systems programmer with Policy Management Systems Corp ., at 
the IBM GUIDE user group conference recently held in Toronto , Canada . The modifications, 
designed for VSE / AF, BTAM-ES and ACF / VTAM, let non-ICCF users execute as many as 15 con
current jobs . According to Baker, ''This modification expands VSE operation workload ca
pacity and gets us closer to fully maximizing data center productivity. For example , many 
shops now have to run multiple CICS partitions to accommodate workload. With 15-partition 
support , up to three additional CICS regions can be run without restricting the associated 
batch workload . ' ' These VSE system modifications have been tested by a half-dozen VSE system 
users including the distributor of the enhancement, Smartech Systems , Inc . ''In light of 
IBM's recent announcements about VSE system re-emphasis and the role it plays with the 
9370 series, we anticipate a surge in VSE market growth,' ' adds Eric L. Vaughan , President 
of Smartech Systems . Baker's enhancement makes an investment in VSE an even more attractive 
proposition . The VSE system has always been extremely cost-effective . Now, its increased 
workload capacity leverages current VSE investments and increases the possible user base . '' 
The enhancement is available at no cost from Smartech Systems. For information , contact 
Chris Lawrence at (800) 53-SMART or (214) 956-8324 . 

IBM Per ipheral Market Share Declines 

IBM has lost market share in the DASD , printer and terminal / workstation arena since 1987 . 
The largest decline was in the system printer market which dropped by seven percent . IBM 
also lost market share in PC usage among IBM / PCM mainframe sites by six percent. Increasing 
PC market share at IBM's expense was Compaq and Zeni th . On the other hand , IBM's tape drive 
market share has experienced healthy increases over the last four years mainly due to the 
introduction of the 3480 tape drive. These downturns in IBM's market share reflect more 
than the cycle of IBM product introduction followed several years later by less expensive 
PCM compatible devices . These days, the PCM manufacturers are quickly matching IBM's prod
ucts and in many cases offering more. Source : Computer Intelligence (Karen Landis - IBM/ 
PCM Mainframe Industry Analyst) 

LEGENT Corporation to Merge With BST 

LEGENT Corporation has announced it will merge with Business Software Technology (BST). 
LEGENT previously owned approximately 10 percent of BST. The value of the stock transaction 
is valued at $47 million. ''This acquisition , our first since the formation of LEGENT, '' 
said Chairman Mario Morino , ''is an ideal example of our expansion strategy.' ' Formed in 
1984, BST develops and markets the ENDEVOR family of products , which manage , control and 
improve the process of building, changing and operating software systems . 

Au t omated Data Center Seminar Series Sche dul e d 

Starting in October, KPMG Peat Marwick will be providing a seminar series on ''Automating 
the Data Center . '' The seminars will be led by specialists from KPMG Peat Marwick who have 
extensive experience with planning and automating data center functions. Speakers will 
include information technology professionals from LEGENT Corporation , Goal Systems In
ternational, Business Software Technology, Nolan, Norton & Company and Unitech Systems . 
The seminar schedule is as follows: October 3-4, New York, NY; October 26-27 , Boston , MA ; 
December 4-5, Newport Beach, CA. Seminar tuition is $1250 and includes all learning ma
terials, luncheons and receptions. For more information call the Executive Education re
gistrar at (800) 762-3932 . 

BBUG Is Bac k ! 

Fourteen years ago the Boole & Babbage User Group (BBUG) conference gave birth to the 
Computer Measurement Group (CMG) . Today CMG is the premier conference dealing with computer 
measurement , performance evaluation and capacity planning. BBUG is returning with gusto 
October 15-18 in New Orleans . The theme of the conference is automated operations and 
performance management. For more information call BBUG '89 at (415) 451-4000 . 
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The Hidden 
Resources 

By Robert J. Rennie, Ph.D. 

The notion of information systems 
planning seems complex due to the 
rapidly changing technologies and 

business needs upon which such plans are 
based . Despite the inherent difficulties in 
developing them , the need for MIS plans 
is unquestionable. Organizations must 
view information systems and related 
technologies as significant corporate re
sources which can contribute directly to
ward improving the bottom line. These 
resources must then be developed, allo
cated and used with the same unity of 
purpose and attention to detail as other 
forms of business capital . This requires 

the use of strategic and tactical planning 
processes . 

A popular concept at this time is the 
Rolling Plan for Technology. The term 
rolling refers to the fact that the original 
plan is not replaced each year, rather it is 
updated and extended one year at a time . 
This feature provides continuity from year 
to year. Such plans are typically designed 
to provide for three to five years . 

The first 12 to 18 months of the plan 
are detailed and specific, enabling them 
to serve as an operational or tactical plan . 
This near term or tactical plan speaks to 
immediate operational requirements and 

pending priorities relating to hardware ac
quisition , operating systems installations 
and applications development projects. 
Often , the MIS service level agreements 
are interfaced at this level of the planning 
process. 

Features of the tactical plan include 
clear descriptions of the work to be com
pleted , assignments of responsibility, due 
dates , manpower requirements , costs and 
measures of quality. The overall fit with 
long-term plans and the immediate busi
ness objectives of the organization are also 
included in the plan . 

The remainder of the plan is developed 
with a strategic orientation and is , thus , 
less specific. It provides a complete pic
ture of the future vision of the organiza
tion's technological position . The longer 
term or strategic plan is designed to 
specify concepts and architectures which 
will be implemented to support the attain
ment of the organization ' s long-range 
objectives and goals . Features include 
hardware designs , software development 
methodologies and tools, systems and 
communications architectures and philo
sophical positions on MIS issues, as 
well as business-based forecasts of re
quirements. 

Although most large MIS organizations 
have the on-board talent and vendor sup
port necessary to develop quality MIS 
plans , the products of these in-house ex
perts are often viewed suspiciously by top 
management. There is some truth to the 
old adage about an expert being some
one who is 50 miles from home with a 
briefcase . 

Upper management concerns are often 
based in fears of inbred thinking and the 
natural homeostatic tendencies of groups . 
That is, the group norm is to perpetuate 
the status quo, rather than to avidly pur
sue improvement. 

A supposedly unbiased , " fresh " view 
is what top level managers are buying 
when they hire outside consultants to re
view or assist in the development of MIS 
plans. Generally, consultants offering 
planning services are quite good . Unfor
tunately, such services are usually expen
sive, purchased at the expense of other IS 
projects and often leaving in-house talent 
feeling undervalued and unappreciated . 

There is an alternative that can produce 
exceptional results. High quality plans 
which are consistent with the organiza
tion's goals and objectives and meet the 
"fresh eye" criteria of top management 
are achievable through the use of Quick 
Response Teams (QRTs) . 
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RemoteprintingonaPC 
without a single compromise. 

CIRCLE # 91 on Reader Service Card .A. 

Until now you1ve had to rely on a 
S/36 or AS/400® to deliver remote 
printing. Now a PC with BARR 
software and adapter sustains print 
speeds of 6p00 lines-per-minute and 
line speeds of 128p00 bits-per-second. 
Only BARR maintains all this perfor
mance with the reliability and ease of 
use PC users expect. 

BARR RJE software drives up to 
five printers from a single PC. What7s 
more7 you can enter data7 print7 and 
receive output all simultaneously 
with out interruption. BARR's ad
vanced multi-tasking software easily 
manages even the most complicated 
tasks7 including LAN access7 tape 
support7 file transfer7 and special 
forms printing. In addition7 BARR 
offers one year of friendlJI dedicated 
customer support with each purchase. 

Communications adapters and soft
ware are available for the IBM PC

1 

PS/21 and compatibles. 
Try BARR for 30 days. We7ve 

helped thousands save millions. 
Call 800-BARR-SYS. 

Protocols 
SNA RJE - SDLC or Token Ring 
RJE + 3270 HASP 3780 

JES2 
JES3 

Host Systems 
DOS/POWER 
RSCS 

CDC NOS 
VSl/RES 

BARR SYSTEMS INC., 
4131 NW 28 Lane, Gainesville, FL 32606 

BOO.BARR.SYS, 904.371.3050, FAX: 904.371·3018 



------------Strategic Planning-----------

The QRT is a hybrid with roots in the 
task, special ad hoc and professional net
work consulting arrangements with which 
most of us have had our share of experi
ences. The QRT is assembled for the ex
press purpose of supporting the develop
ment of the MIS plan. 

In general, the concept is to recruit from 
five to 10 IS professionals with whom to 
network on the development of IS plans. 
These members should not be industry 
specific; in fact, greater diversity of ex
perience among group members increases 
the value of the group. Ideally, the team 
would be composed of the top IS person 
in each of the participating organizations. 

Quick response is used to describe the 
team because the meetings need to be as
sembled on fairly short notice as critical 
issues and concerns are dealt with in the 
planning process. Regularly scheduled 
meetings fail to provide the immediate 
feedback for which these teams are de
veloped and demand too much time from 
team members. 

The recommended structure of the 
process includes the following six dis
tinct steps: 

1. Correspond and meet with potential 

QRT members 
2. Hold brief kick-off meetings with 

QRT, describe protocols and sort out 
non-disclosure/non-compete agree
ment issues 

3. Provide team members with back
ground information and an agenda 
via mail with a communication out
lining the final product expected of 
the group 

4. Hold a formal full-day session with 
the QRT including: 
• Background/ introductory 

presentations 
• Presentation of draft IS plan 
• QRT work time (provide clerical 

support but leave the team 
unattended to avoid bias) 

• Conceptual draft report of 
findings and QRT work 
assignments for final product 

5. Confirmation/proof and publication 
of final plan and the QRT report 

6. Formal presentation to corporate 
management with representative(s) 
of the QRT presenting. 

The in-house staff and the QRT will 
most likely have differing opinions con
cerning certain areas . This situation is best 

AUTOMATIC IDENTIFICATION 
OF CRITICAL FILES 
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DR/VFI AUTOMATICALLY 
IDENTIFIES COMPUTER FILES WHICH 
ARE VITAL TO THE CORPORATION 

e Reduces manual effort required to create 
and maintain recovery plans 

•Provides means to ensure that proper vaulting 
of files is being accomplished 

• Reduces CPU, tape, DASO resources required 
to execute the back-up process 

• Speeds process of restoring data and 
effecting a recovery 

IDR7l 
LYnJ 

For further information 

S7SE 
•Helps to keep recovery plan current 

DR/VF I IS DESIGNED FOR THE 
MVS ENVIRONMENT 

Systems/Software Engineering 
940 West Valley Road, #1603 

Wayne, PA 19087 
(215) 341-9017 
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resolved by formalizing the final plan ac
cording to the views of the in-house staff 
and having the QRT express opinions 
on these issues in team members' own 
reports. 

The final products from this effort 
should include an MIS plan that has been 
developed by the in-house experts with 
the benefit of advice and commentary from 
the QRT and a separate QRT report that 
includes an analysis of the plan, an anal
ysis of the process used for the develop
ment of the plan, a general critique of the 
current operation and a quick description 
of the QRT, its members and the QRT 
process . 

Not all of the benefits are for the or
ganization under study. The QRT mem
bers also benefit from exposure to the 
rest of the team and the collective think
ing of the group. Additionally, once the 
team is established, the process can be 
refined and applied to the other members' 
organizations. 

Perhaps the greatest hidden resource in 
strategic planning for MIS is the network 
of expert professionals who can provide 
significant input through a well orches
trated peer review process. The QRT 
process taps that resource for the benefit 
of all concerned. QRTs are significantly 
cheaper and can prove to be more realistic 
than typical consultants. 

QRTs are a cost-effective way to de
velop a comprehensive MIS plan for 
meeting the needs of your organization 
while providing your corporate manage
ment the benefits of new ideas and a fresh 
perspective of technologies for IS in your 
business. This is the essence of strategic 
planning . ~ 
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With INFOPAK, 
this simple concept is finally 

simple to use 
Using data compression to improve 
DASO storage efficiency is a technique 
that has traditionally been simple in 
concept but difficult in execution. 
INFOPAK from lnfoTel Corporation 
has changed all that. 

With INFOPAK you can recover as 
much as 70% of the space on your 
present disks. You can do it without 
compression tables and without the 
data analysis required to generate 
them. You can do it without inter
fering with application programs, 
since INFOPAK is totally transparent. 
And you can do it whether you're 
running 082, VSAM, IMS, IDMS, or 
DATACOM/DB~ 

INFOPAK achieves its initial com
pression using regular load and 
unload utilities. No modifications to 

existing programs or JCL are required 
and INFOPAK may be installed by 
your database administrator in a few 
easy steps. 

In addition to improved DASO utiliza
tion, INFOPAK delivers important per
formance benefits. As significant 

TEST IT FOR 
YOURSELF! 
Ask about our free TESTPAK program! 
Evaluate the data compression and 
performance advantages of INFOPAK 
against your own data files. 
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compression yields significant 1/0 
reductions, you will see marked im
provements in response time and 
throughput. 

Get a realistic look at the improve
ments INFOPAK can make in your 
DASO space utilization. Ask for a free 
TESTPAK program. Run it against 
your existing data bases to determine 
the DASO space gains you can expect. 

Contact lnfoTel today! 

§~.~~ration 
14906 Winding Creek Court 
Suite 1010 
Tampa, FL 33613 
Phone 800/543-1982 or 
813/264-2090 
FAX 813/960-5345 



MVS Performance Notebook 

The Age 
Of A Page 

Or 

emo 
By Mark Friedman 

Memory is back! An integral part 
of IBM's aggressive promotion 
of the benefits of the 3090 proc

essor and MYS/ESA is memory in all its 
forms: real memory, central and expanded 
storage, virtual memory and auxiliary 
storage. The performance benefits of the 
MYS/ESA architecture involving a new 
type of memory called a data space (as 
opposed to an address space) are touted 
as data in memory. IBM has also an
nounced cuts in the price of both central 
and expanded memory to spur 3090 pur
chases and upgrades. 

All of this leads me to conclude that 
memory is back . Not that it ever really 
went anywhere, but since main memory 
is probably the least exciting and most 
misunderstood component of your main
frame system, it probably just seems that 
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way. First of all, memory is passive - it 
does not spin or execute. Second, tech
niques for measuring memory utilization 
are also poorly implemented in MYS . 
Both contribute to the fact that memory 
concerns are often ignored . 

But now, memory is back . MYS/ESA 
in particular will exploit increasingly 
larger memories , buffering frequently-ac
cessed data stored permanently on slow 
speed l/O devices in high-speed elec
tronic storage. This is an absolutely es
sential step to maintain performance as 
processors continue to get larger and 
faster. 

Trendiness aside, memory manage
ment has always been an intrinsically in
teresting performance topic . Memory is 
shared among all active users of the proc
essor and thus is subject to the same kinds 

of contention as other shared resources . 
However, memory resource allocation de
cisions tend to be made so frequently that 
precise performance data is prohibitively 
expensive to obtain. Without precise in
formation, memory performance is diffi
cult to predict and analytic queuing models 
are not much help . 

MYS is notorious for treating memory 
badly. From a capacity planning stand
point, MYS treats memory like a sponge 
- whatever you have , that is what gets 
allocated and used . This, of course, is the 
underlying philosophy behind any virtual 
memory system. MYS has also always 
been poorly instrumented for measuring 
and evaluating memory performance. The 
result is that sizing memory in MYS is a 
difficult problem . 

The benefits of ESA and data-in-mem
ory are obvious . However, managing an 
ESA environment supercharged with ad
dress spaces, data spaces and hiperspaces 
all competing for memory is a complex 
job. One of the biggest problems is that 
a single memory-intensive application can 
affect all users in the system. 

Prioritization schemes exist in MYS to 
protect shared resources from domination 
by a single , unfavored user and memory 
is no exception. There is a simple prior
itization scheme for active users (known 
as storage isolation) and a more compli
cated one for temporarily inactive users 
(known as logical swapping) . Both stor
age isolation and logical swapping can be 
difficult to implement because the appro
priate measurement data is lacking . Im
plementing storage isolation , for in
stance, without a thorough understanding 
of both MYS and the workload often does 
more harm than good. 

MVS Memory Performance 

The characteristic of virtual memory 
systems is that "they do not degrade 
gracefully," as one wag in an IBM think 
tank put it recently. Indeed . A real mem
ory bottleneck leads to paging and paging 
has well known performance ramifica
tions. A performance analyst's nightmare 
is that memory performance is acceptable 
up to the point where the bottleneck is 
manifest and then system performance 
degrades rapidly. 

A basic lack of performance data con
tributes to the problem. Nevertheless , I 
find that you can improvise a bit and come 
up with suitable memory performance in
dicators to solve most tuning and capacity 
planning problems . And, if you are clever 
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-----------Age Of A Page-----------

and understand how MYS manages mem
ory, there are valuable performance meas
ures that you can acquire shedding addi
tional light on memory performance and 
capacity problems. 

A good place to start a survey of mem
ory performance is with the basic design 
goals of a virtual memory management 
operating system, looking at MYS in par
ticular. In MYS, page stealing is imple
mented by evaluating the relative age of 
pages in the system, which is represented 
by a value called the Unreferenced Inter
val Count (UIC) . This article concentrates 
on the UIC - how it is measured, what 
it is used for and what it means to you. 

Virtual Memory Concepts 

A virtual memory system is a hierar
chically-managed memory system con
sisting of a primary memory store (main 
memory), an auxiliary memory store (vir
tual memory) and a mapping scheme from 
virtual to real addresses. An executing 
program has full access to the range of 
virtual addresses supported without re
gard to real memory constraints. 

The mechanisms that establish a virtual 
addressing environment are straightfor
ward and familiar. The program's virtual 
address space is divided into segments and 
pages. Tables are constructed which show 
the correspondence between virtual ad
dresses and real memory frames . During 
program execution virtual addresses are 
translated into real addresses. 

Whenever a virtual address is accessed 
in an executing program that does not have 
a counterpart in real memory, a page fault 
occurs . The operating system intercepts 
the access, interrupting program execu
tion until the address is resolvable and 
execution can resume . The page contain
ing the virtual address needed by the pro
gram must be accessed from auxiliary 
storage and copied into main memory be
fore program execution can resume . Dur
ing page fault resolution , the program is 
delayed . 
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Partitioned Memory Schemes 
Virtual memory management schemes 

were developed to provide cost-effective 
utilization of main memory in a multi
programming environment. In the first 
multiprogramming environments , such as 
OS/MFT and OS/MYT, main memory was 
carved into fixed-size memory partitions. 
As jobs entered the system, they were as
signed to a real memory partition based 
on the REGION = parameter on the JOB 
card. An executing job tied up its memory 

partition until it completed . 
Main Storage Occupancy (MSO) as a 

measure of memory usage makes sense in 
a partitioned real memory operating sys
tem such as OS/MFT. It can be used 
in job accounting and chargeback to ac
count for memory usage because each 
time a job is run it will request the same 
region size . 

Because MSO was used in job account
ing in OS/MFT and OS/MYT, it was car
ried over to MYS. In a virtual storage 
operating system, a program uses only the 
amount of real storage that it requires , so 
region size is relatively meaningless. Since 
real memory is allocated on demand and 
programs compete for memory alloca
tions, depending on the mix of jobs in the 
system, a program will use different 
amounts of real storage each time it runs . 
Consequently, MSO is not a repeatable 
measure of resource consumption that can 
be used in job accounting in MYS. 

The basic problem with real memory 
partitions is that they are static and waste 
memory. Once a program is running in a 
main memory partition or region, it oc
cupies that region for the duration of its 
run . However, the program may not need 
all the memory in the region . Given a set 
of jobs , devising a single fixed partition 
scheme that is optimal is an impossible 
job. The obvious solution of allowing dy
namic partitions turns out to be even more 
impractical than a fixed scheme . 

I hope there are no readers running OS/ 
MFT or OS/MYT (you never know) , but 
sites with PRISM, for instance, encounter 
the same type of problems with fixed real 
memory partitioning schemes . PRISM al
locates real memory just like OS/MFT. It 
is a form of multiprogramming with a 
fixed number of tasks , except that in this 
case, the tasks are different copies of the 
operating system. 

When you define a PR/SM partition , 
you allocate a fixed amount of both cen
tral and expanded storage to the partition . 
The storage is dedicated to the partition . 
There is no way, for instance , that you 
can dynamically reassign some lightly
used memory from one partition to an
other one that is going through a period 
of memory constraint. 

That is the beauty of a virtual memory 
management system. Because memory is 
allocated on demand in small , fixed-size 
chunks, it is unnecessary to make these 
kinds of irrevocable resource allocation 
decisions up front. Since the real memory 
demands of a program or set of programs 
(including , perhaps , the operating sys-

tern) are themselves dynamic , the dy
namic management technique is much 
more efficient. That is why, other things 
being equal (which, of course , they are 
not), comparing a PRISM configuration 
to a comparable YM configuration with 
guest operating systems , the PRISM con
figuration will require substantially more 
real memory. 

Before the Amdahl people have time to 
say, " What about MDF?" I should men
tion that a recent version of MDF sup
ports a form of dynamic memory recon
figuration . Memory dedicated to one 
domain can be quiesced , varied off-line 
and added to a different domain without 
taking down MDF. A similar enhance
ment was made to OS/MFT to create 
OS/MYT. 

Dynamic reconfiguration suffers from 
the fact that during some period of time 
while the memory is being quiesced in 
anticipation of being moved , it does not 
belong to anybody. Configuration flexi
bility is enhanced , true , but overall 
throughput still suffers . Periodic dynamic 
reconfiguration is still not as efficient as 
complete dynamic on-demand allocation . 

So my advice to Amdahl customers is 
that the additional flexibility of MDF is 
nice to have , but you should still try to 
buy plenty of extra memory. 

Page Size 
Page size is an important performance 

parameter in a virtual memory system . 
Normally, the value chosen represents a 
tradeoff between the speed with which 
pages can be brought into central storage 
and the costs associated with over-allo
cating main storage . The point on over
allocation needs further elaboration. It was 
just pointed out that virtual systems are 
efficient because they do not over-allocate 
storage. 

However, remember that a reference to 
a virtual storage address that is not cur
rently backed by central storage triggers 
a page fault , which then causes the entire 
page that contains the needed address to 
be brought into real memory. If, for in
stance , only the one address is needed , 
there is a considerable over-allocation of 
main memory. But it is too inefficient to 
have to return to auxiliary storage each 
time a new instruction or data area is ac
cessed. So a compromise is reached . 

The 4096 byte page size in MYS is a 
compromise established in the mid-70s 
when the premier paging devices were 
fixed head drums and disks with track sizes 
of under 20K bytes . In the early ' 80s, 
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--Age Of A Page-

IBM effectively established the moveable 
head 3380 as the premier paging device 
by increasing the page size for bulk pag
ing operations, such as swapping, by a 
factor of twelve. IBM's own studies in
dicate that moving twelve-page swap sets 
back and forth results in a 30 to 40 per
cent over allocation of main memory 
compared to 4K page operations. Over 
isolation of TSO period one and two 
working sets often results in even higher 
degrees of wasteful over-allocation of 
main memory. 

With the availability of expanded stor
age on the 3090 processor, a bus-at
tached, high-speed, semiconductor mem
ory device, 3380 bulk paging (especially 
in the form practiced under extended 
swapping), has been largely abandoned. 
Actually, expanded storage also has per
formance characteristics which favor bulk 
paging operations that VM is currently 
taking advantage of, while MYS is pur
suing a return to a more classic, demand 
paging approach. 

Virtual memory addressing schemes 
work well because in actual practice pro
grams typically use only a fraction of their 
full addressing capability at any time. 
Program segments devoted to error and 
exception handling, for instance, or ini
tialization and termination do not need to 
be permanently resident at all times in or
der for the program to execute efficiently. 

Studies of memory addressing patterns 
show that there is a high degree of locality 
in address references in many programs, 
a tendency for memory references to be 
clustered together in both time and place. 
There is also evidence that many pro
grams are subject to phases in which ad
dress references are localized and there 
are phase shifts in which the address ref
erence pattern may change drastically. 

It is, of course, important that the ben
efits of a dynamic memory management 
scheme are not canceled out by the ad
ditional overhead compared to a fixed 
partitioning scheme. The overhead of dy
namic address translation is minimized by 
moving address translation to the hard
ware. Today, processor technology that 
incorporates pipelining and translation 
lookaside buffers for on-board CPU cache 
has reduced much of the tangible impact 
of virtual memory management on the 
processor. 

The Age Of A Page 

One practical problem in implementing 
virtual memory management results from 
the fact that real memory resources must 
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-----------Age Of A Page-----------

be made available on demand. A dynamic 
policy of memory allocation on demand 
virtually ensures that memory will even
tually saturate and all real memory frames 
will be allocated. Whenever the memory 
store is fully allocated, an address refer
ence that causes a page fault requires that 
the new page requested will replace a cur
rently allocated page in memory. 

So one problem in virtual memory sys
tems is determining which page to re
place. Optimally, one seeks to replace a 
page in memory that will not be needed 
again soon. Of course, the operating sys
tem has no way of telling which pages 
will be referenced again soon . The best 
you can do appears to be to use infor
mation on past behavior to attempt to pre
dict the future . A page that has not been 
referenced in a long time (an old page) is 
generally unlikely to be referenced again 
soon and is a candidate for page replace
ment by a new page . This page replace
ment policy is known as LRU, which 
stands for Least Recently Used._ The LRU 
pages are the first candidates chosen for 
page replacement. 

formation on usage patterns available to 
make informed decisions about, for in
stance, page-fixing, memory utilization 
patterns are apt to be dynamic enough that 
a static allocation method will be out-per
formed by a dynamic allocation algorithm 
enough times that itwill not be worth the 
time and effort (and maintenance) to pur
sue. At a certain level of complexity, it is 
simply easier and more effective to let 
LRU manage memory dynamically than 
attempt to do it all yourself. 

in the PFfE called the Unreferenced In
terval Count (UIC) is used to keep track 
of the age of the pages in central storage . 
Once an interval , SRM runs the PFf and 
maintains the UIC values for all the pages 
in the system. The UJC update routine 
executed by SRM is shown in Table 1. 

In the UJC update routine, SRM ex
amines the hardware reference bit for the 
corresponding page frame . If the bit is 
turned on , it means the page has been 
referenced in the last interval. The bit is 
reset to zero and the UIC value for the 
page is set to zero. 

Determining which relatively inactive 
pages to remove from active storage in 
favor of a newer page requires historical 
usage data on main memory accesses . 
Typically, the available usage statistics are 
crude. In MYS there is a hardware ref
erence bit that is automatically turned on 
whenever a location in a page frame is 
referenced. There is also a change bit that 
gets turned on whenever data is stored 
into a page frame. 

If the reference bit is off, it means that 
the page has not been referenced in the 
last interval. The current value in the UIC 
field is incremented by one, up to a max
imum of 255 - the maximum value for 
a one-byte counter field. Thus, the UIC 
value represents the time interval over 
which the page was unreferenced. It is the 
age of the page. 

VIC Update 

Parenthetically, even when there is in-

MYS maintains a Page Frame Table 
(PFf) with an entry (the PFfE) for each 
real frame in the system. A one-byte field 

As it updates the UJC values for all the 
pages in the system, SRM remembers the 
age of the oldest page in the system and 
stores it in the Resource Control Table 
(RCT). This value is the system high UIC, 
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-----------Age Of A Page----------

T A B L E 1 

The UIC Update Algorithm 
BEGIN: 

current-lnterval-tlmestamp = TIME (); 
Interval-In-seconds = 

SECONDS (prevlous-lnterval-tamestamp) -
SECONDS (current-lnterval-t lmestamp); 

prevlous-lnterval-timestamp = 
current-lnterval-tlmestamp; 

oldest-page = O; 

DO I = 1 to #-of-frames; 
IF pfte-allocated(I) THEN DO; 

IF reference-bit(!) THEN DO; 
reference-bit(!) = FALSE; 
pfte-ulc(I) = O; 

ENDDO; 
ELSE DO; 

IF pfte-uic(I) < max-uic THEN 
pfte-ulc(I) = 

pfte-ulc(i) + interval-in-seconds; 
IF pfte-ulc(I) > oldest-page THEN 

oldest-page = pfte-ulc(i); 
ENDDO; 

ENDDO; 
ENDDO; 

WAIT (Interval-In-seconds); 

GOTO BEGIN; 

the age of the oldest page in the system, 
and it is widely used and reported as an 
indicator of main memory contention. 

The UIC update routine incorporates 
one final wrinkle to make it more effi
cient. Under normal circumstances the 
UIC update routine runs once every sec
ond. However, if the system high UIC 
indicates that the system is not memory 
constrained, there are old pages in the 
system. It is probably not that important 
to discriminate on a 3090 processor exe
cuting 10 to 100 million instructions per 
second between a page that has not been 
referenced in I 00 seconds and one in I 01 
seconds. Both are old pages that are can
didates for replacement. 

Consequently, SRM varies the rate with 
which it runs the UIC update routine ac
cording to the system high UIC from the 
last update run. While the exact details 
have not been published, it appears that 
the UIC update routine is still run once a 
second when the system is memory con
strained, but it runs as little as once 
every 20 seconds when the system is rel
atively unconstrained (system high UIC 
> 60). 

From the algorithm in Table I, you can 
see that the UIC update routine scans the 
PFT sequentially. The time it takes to run 
the UIC update routine is proportional to 
the number of memory frames. The larger 
memory is, the longer the UIC routine 
takes to run. 

routines that run sequentially so that the 
time they take varies directly in propor
tion to the size of the machine as having 
a large system effect on these routines . 
The GETMAIN and FREEMAIN mem
ory management routines in MVS/370 
scanned sequentially chains of control 
blocks describing allocated and free stor
age. The larger the system was, the more 
storage blocks would be created and the 
longer these routines would take to run . 
You might say these routines suffered from 
a large system effect. Rewriting GET
MAIN and FREEMAIN so that they did 
not have to scan control block chains se
quentially was required for MVS/XA to 

Top of Stack 
(Most recently used) 

F I S U 

1 
2 
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Page i 

(Least recently used) 

N N 

support larger systems . 
The UIC update routine suffers from a 

large system effect. Since it does not have 
to be executed more often than once a 
second, even on the largest processors , 
IBM has been able to avoid addressing 
the performance implications of the UIC 
update routine. And when there is a lot 
of memory and, by implication , less 
memory contention, SRM slows the fre
quency that the routine is run to save 
cycles . 

Unfortunately, SRM is not the only ap
plication that scans the PFT. RMF derives 
memory allocation and usage statistics 
from the PFT. The RMF measurement 
routine, which is used by both Monitor I 
and Monitor II reporting programs, scans 
the PFT. Monitor II executes a PFT scan 
on demand, Monitor I only once a sam
pling interval. Did you ever notice that 
the number of samples on the reports that 
use memory and paging data from the 
RMF type 71 record is much less than 
the number of samples on other reports 
for the same interval? Did you ever 
wonder why? 

After the UIC update routine runs , the 
age of each page in the system is known . 
Notice, however, that almost immediately 
after the routine runs, the UIC informa
tion is no longer absolutely current. If a 
page with a UIC > 0 is referenced , its 
UIC is not reset to zero until the next time 
the update routine is scheduled. 

Notice also that the UIC mechanism 
does not distinguish the age of a page any 
finer than the interval between UIC up
date runs. Discriminations finer than one 

R E 1 
See Age Of A Page page 102 

LAU or 
Stack 
Alg o rithm 

Large System Effect A reference to Page i, moves Page i to Top of Stack and ages all pages I to i-1 by one. 

IBM describes any operating system 
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ISPF Tips And Techniques 

Finding It, Changing It And 
Formatting It - Fast 

T
ext formatting is, according to our 
readers, a job for which the ISPF 
Editor is well suited . This article 

briefly presents ISPF's text formatting ca
pabilities, as well as a summary of rele
vant line commands (see Figure I) . 

FIND ALL 
There are two tricks that can help you 

deal with text when you want to do a 
global search or a global change. The ISPF 
Editor is a full-screen editor and cannot 
operate in any other manner. Most other 
editors also have a line mode, typically a 
relic from the days of terminals that used 
paper instead of a screen . The actual com
mands may vary, but each provides an 
equivalent of the FIND string ALL com
mand that displays every line containing 
the specified string through the entire file . 

The ISPF Editor Primary Command 
FIND ALL displays a screenful of lines 
beginning with the first occurrence of the 
string and prints a count of the number of 
occurrences of the string through the en
tire file in the upper right comer of the 
screen . Remember, this count is occur
rences , not lines, so it would add three to 
the count if it found three occurrences of 
the string in a single line . 

However, what about the original prob
lem: displaying all the lines in the file that 
contain the specified string? David Le
vine, data administration analyst for Sony 
Corporation of America in Park Ridge , 
NJ, explains, ' 'There is a convenient way 
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By Jon E. Pearkins 

FIGURE 1 
Text Formatting Command Tips 

TE - Full-screen power typing 
TF - Format paragraphs to even length lines 
TS - Split a line at the cursor 
UC - Capitalize lower-case letters 
LC - Capital letters become lower case 

to find all occurrences of a string in a 
dataset without having to PF5 (re-find) 
your afternoon away. Enter EX ALL on 
the Command Line . This will cause all 
lines of the dataset to be ' X'ed out '. Then , 
on the Command Line, enter F string ALL 
and all occurrences of the string will be 
displayed with intermixed 'X'ed out' lines. 
Then just PF8 (down) your way through 
the dataset if more than a screenful are 
found . To return the dataset to normal , 
enter RESET on the Command Line." 

Formatting Text 
In the absence of a word processor, the 

ISPF Editor can be a productive tool for 
getting text into a readable form . The T 
Line Commands are your main tools (see 
Figure I). 

Text Enter (TE) entered on the first line 
of the screen will give you a full-screen 
on which to type , without having to worry 
about where one line ends and the next 
begins . IBM calls it power typing . If you 
are a writer brought up on a typewriter, 
you already have a sixth sense that tells 
you when you are nearing the end of the 
line. But, if you are like the vast majority, 
the keyboard locks up frequently as you 

discover that you have tried to type past 
the right margin of the screen. With TE , 
you only have to worry about filling up 
the screen . Whenever you hit ENTER, 
the text is broken up into lines on word 
boundaries, never in the middle of a word, 
within the columns boundaries set by the 
BNDS Line Command. 

Text Format (TF) is used to provide 
standard line lengths for text. When used 
in conjunction with the RIGHT Primary 
Command , you can do practically any
thing . In the normal case of block format 
paragraphs, you would enter TF64 on the 
first line of each paragraph to re-format 
the text in each paragraph so that it fills 
up columns one to 64. TF does not pro
duce even margins (justification) or do 
hyphenation, but it merely breaks each 
line at the end of the last word that will 
fully fit on the line. It even puts two spaces 
at the end of each sentence . 

In most situations , TF works well . One 
of the clues TF uses to define the end of 
a paragraph is the last line with the same 
indentation as the beginning of the para
graph - the line where the TF command 
was placed. In block form , you would 
have a blank line between each para
graph , so it works there . In indented para
graph form , even if you do not double 
space between paragraphs , the indenta
tion of the next paragraph would signal 
the end of the previous paragraph to TF. 
It even works in block form when you 

See ISPF page 94 
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Getting Acquainted With 
The Network Control 
Program 

By Beverly J. Weaver 

I
f you are like many of us in technical 
support, your first introduction to the 
Network Control Program (NCP) was 

when you were asked to add new line def
initions to the NCP generation source and 
create a new NCP load module . We all 
have copied existing line definitions, 
changing the names to protect the inno
cent and hoped for the best. Did you ever 
wonder what was really going on out there 
in the communications controller when 
your gen was finished and the module you 
created was loaded? 

Maybe you support software which runs 
on the host computer such as the operat
ing system, database systems, job entry 
subsystems or related program products. 
Would you like to know something about 
the programs running in the communica
tions controller? 

What Is NCP? 
The Network Control Program is an in

tegral part of IBM's Systems Network 
Architecture (SNA). Along with VTAM, 
it allows the lines connecting users in re
mote locations to access the applications 
on your host system. For an introduction 
to VTAM , see "How VTAM Works" in 
the April 1989 issue of MAINFRAME 
JOURNAL. 

Devices are designated as local if they 
are channel-attached to the host and con
trolled directly by VTAM; devices are re
mote if they are attached by lines (usually 
telephone lines) to the communications 
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controller. Remote devices are handled by 
the NCP at the request of the controlling 
VTAM system. 

NCP runs in the communications con
troller (IBM 3705, 3720, 3725 or 3745) , 
which is often called a Front-End Proc
essor (FEP) because it moved a large 
amount of the work off the host for de
vices on remote lines. Before VTAM and 
NCP were introduced , each application 
and/or the access method running on the 
host provided the line-handling software. 

The main function of the NCP is to 
send and receive data on lines to remote 
SNA devices such as 3270-type control
lers, SNA/RJE stations or distributed 
processors . These are connected to the 
communications controller using serial 
lines . Serial lines allow only one bit at a 
time to travel across them. Because no 
control bits can be sent at the same time 
with the data, control information is sent 

before and after the data as headers and 
trailers . How that control information is 
formatted and used defines a line proto
col. The primary protocol used in an SNA 
environment is Synchronous Data Link 
Control (SDLC) . NCP also supports Bi
nary Synchronous Communication (BSC) 
protocol for certain 3270-type controllers . 

When the NCP has collected data from 
remote devices , it is transferred to VTAM 
across a channel, which is a parallel link. 
A parallel link allows sending more than 
one bit at a time across it along with ad
ditional control information. Channel in
terfaces are used to connect other devices 
to your host including DASO controllers , 
tape controllers and local cluster control
lers (3274, 3174). 

Other Software In The 
Communications Controller 

It is possible that you may be running 
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other software in your communications 
controller. You might be running the Em
ulation Program (EP) instead of NCP. EP 
makes it possible to emulate an older 
Transmission Control Unit (TCU) like the 
2703. This allows older access methods 
to control devices directly. For example, 
if you have Basic Telecommunications 
Access Method (BTAM) devices con
nected to IMS or CICS, then these de
vices would use EP lines in your com
munications controller. Just remember that 
all the lines that VTAM controls will be 
NCP lines; the EP lines will be controlled 
by other access methods. 

You can run both the NCP and EP code 
in the communications controller. The 
NCP has its own program modules and 
buffers; the EP programs use separate 
buffers to send and receive data for the 
EP lines . Because they are effectively 
partitioned from each other, a module with 
both NCP and EP is called a Partitioned 
Emulation Program (PEP). 

The Load Module 

You generate the executable module 
which will run in the communications 
controller by doing the NCP gen . Source 
code is created which defines the hard
ware installed on the communications 
controller, the lines to be used , the VTAM 
systems which are connected and so on . 
For older versions of the NCP, each source 
code statement was a macro and was run 
through a STAGEl and STAGE2 process 
similar to a system generation . This pro
duced the executable code to be loaded 
and run in the communications controller. 

Currently the source is a set of defini
tion statements which are run through the 
NCP/EP Definition Facility (NDF) to cre
ate the load module. NDF is a big im
provement over the old STAGE1/STAGE2 
process because it is a much faster way 
to create the load module . NDF also pro
vides additional abilities to scan the source 
statements; errors that might have taken 
hours to find in old NCP gens could be 
caught in a minute or two with NDF. 

After the load module is created , it can 
be loaded using a batch job or by issuing 
a VTAM command: 

V NET, ACT, ID = NCP01 , LOAD = YES 

The NCP Generation 

In the NCP generation source are all 
the statements which describe the net
work devices attached to the NCP. In ad
dition, there are statements to describe 
channel connections to host systems, the 
communications controller hardware that 

ACFIVTAM Tuning For 
ACF/NCP Channels 

Channel tuning statistics can be used 
to find the bottlenecks in both the 
front-end processor and the IBM 

host. ACF/VTAM tuning statistics can be 
a valuable tool to increase channel 
throughput rates , improve ACF/VTAM 
storage utilization and decrease host CPU 
cycles . You can easily improve the per
formance of an existing network with the 
proper analysis of tuning statistics that re
sult in minor network changes . 

In this brief article , I will explain how 
to start collecting tuning statistics, ex
amine what the ACF/NCP channel statis
tics mean and outline some basic rules 
that can be applied when analyzing these 
statistics . 

Starting And Stopping ACF I 
VTAM Tuning Statistics 

To start collecting ACF/NCP channel 
tuning statistics, include the TNSTAT pa
rameter in the startup parameters for ACF/ 
VTAM. The default setting for tuning sta
tistics is NOTNSTAT. The keyword is 
specified in the ACF/VTAM ATCSTROO 
file found in the VTAMLIST dataset. 

The TNSTAT keyword has the follow
ing format: 

TNSTAT, [CNSL I NOCNSL], [TIME = nn I 60] 

Both operands are optional. The first 
operand controls whether the channel sta
tistics will be displayed on the console . 
CNSL presents the information on the 
console, while NOCNSL (no console 
display) is the default. The second 
operand shows how often ACF/VTAM 
will produce a tuning statistic record. 
TIME= 60, the default value, tells ACF/ 
VTAM to generate a record every 60 
minutes. 

Tuning statistics can be turned off and 
on using the ACF/VTAM Modify com
mand entered through the ACF/VTAM 
operator' s console. TNSTAT must be in
cluded in the startup parameters to use 
this operator command. 

The command to stop collecting statis
tics looks like this: 

F NET, NOTNSTAT 

To restart the collection process, you 
enter a command like this one: 

F NET, TNSTAT,CNSL = YES,TIME = 60 

You will find the output of the tuning 
statistics in different places depending on 
the operating environment. In MYS, the 
output is written to the SMF dataset. In 
VSE, the output is written in the ACF/ 
VTAM trace file . In VM, the output can 
be found in the VTAM TUNSTATS file 
on ACF/VTAM's A-disk. 

Record formats are different depending 
on the type of device attached to the chan
nel. Refer to the ACF/VTAM customi
zation manual for specific record formats . 
In all three environments , the CNSL pa
rameter controls whether the information 
is also displayed on the operator' s con
sole. In VM, the operator's console is the 
same as the ACF/VTAM virtual machine 
console. 

The tuning information is interval data. 
All fields are reset to zero when the data 
is written to the tuning statistics dataset . 
To do proper tuning over a period of time, 
tools need to be developed that allow you 
to report the data in a meaningful manner. 
The tool would produce reports that per
form statistical functions such as calcu
lating averages , means and maximum 
values for selected channels or intervals . 

What Information Is Available? 

Figure 1 is a sample display of ACF/ 
VTAM tuning statistics for the interval 
ending at 12:40. 

ACF/VTAM statistics produced for 
channels contain a lot of information . You 
need to be able to use this information to 
make changes to the ACF/VTAM or ACF/ 
NCP definitions that result in reduced CPU 
cycles through channel coattailing, im
proved host storage utilization or in
creased channel throughput. 

In this context, coattailing is the send
ing and receiving of data from ACF/NCP 
in one channel program. When ACF/ 
VTAM sends data to ACF/NCP, it fol -
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is installed, the paths which will be used 
to route data to other parts of the network 
and various other facilities. 

This source should appear as a major 
node in your YTAM source definition li
brary with a name that matches the name 
of your NCP load module. When you 
browse the source for your own NCP gen , 
you will see some of the following state
ments: PCCU, BUILD, HOST, PATH, 
GROUP, LINE, CLUSTER, TERMI
NAL, PU, LU, GENEND. 

PCCU Statement 
The PCCU statement is used to de

scribe a VTAM system and its connection 
to this NCP. Under normal circumstances 
you would have a separate PCCU state
ment for any VTAM system which will 
be activating the NCP. This statement is 
for VTAM use only. NCP does not use 
the parameters on the PCCU statement; 
however, the spelling and syntax are 
checked during the NCP gen process . 

BUILD Statement 
The BUILD statement describes a lot 

about the load module to be created and 
the hardware on which it will run. On the 
BUILD you specify what type of gen this 
will be: EP, NCP or PEP. You will de
scribe whether you are running this NCP 
on a 3705, 3725, 3720 or 3745 and what 
version of the NCP you will be running. 
Certain time-out values are specified here 
that relate to the whole NCP gen. 

The BUILD statement is a long state
ment with many possible parameters, but 
once it is in place you will not need to 
change it very much. One exception might 
be the NEWNAME parameter, which 
specifies what the name of this particular 
load module will be. If you use a rotating 
naming convention for your load mod
ules, you will need to update this value 
each time you do a new gen. 

HOST Statement 
The HOST statement describes any host 

systems that are connected to this NCP 
with a channel. There will be at least one 
channel-attached host unless this is a re
mote communications controller which is 
loaded across an SDLC link . 
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The HOST statement describes how 
VTAM will issue commands to READ and 
WRITE data across the channel interface, 
including the number of buffers that will 
be set aside on the host when the READ 
command is issued, the size of those buff
ers and the number of buffers in the NCP 
which will be used each time VTAM is-

FIGURE 1 
ACF/NCP TNSTAT Display 

(1) TIME=124042308 
(2) DLAMAX = 1 
(3) ATTN=31 
(4) OPIU=180 
(5) DATE=89123 
(6) CHWA = 178 

(7) ADATTN = 1 
(8) ADBUF= 196 
(9) PCNAME = 006-L 
(10) CHAD= 135 
(11) IPIU=196 
(12) SLOON= 0 

(I) Time (hhmmssth format) when the record was 
wrillen to disk or displa.ved 011 the console. 

(2) Number of dump and/or load requests during 
the interval. 

(3) Number of times ACFINCP raised an a//ention 
interrupt to notify the host to initiate a read 
channel program. 

(4) Number of ou:put path information units se/I/ 
to this ACFINCP during the i111erval. 

(5) The date in Julian (yydd) format when the 
record was wrillen . For example, 89123 
represents Wednesday, May 3, 1989. 

(6) Number of write channel programs execwed 
during the interval. 

(7) Number of times a read allention was raised 
by ACF!NCP at the end of an ACF/VTAM read 
channel program. This tells ACFIVTAM to issue 
another read to receive the remaining ACFINCP 
data. 

NCP finishes receiving the data from ACF/ 
VTAM using the same ACF/VTAM chan
nel program. Path Information Units 
(PIUs) are held or queued at ACF/NCP 
based on the gen's DELAY parameter. 
Proper DELAY values promote coattail
ing. Coattailing saves CPU cycles by cut
ting down the number of attention inter
rupts raised from ACF/NCP. 

To improve proper host storage utili
zation, you want to make sure ACF/ 
VTAM allocates enough input buffers to 
satisfy the data the ACF/NCP has avail
able to send. The MAXBFRU and IOBUF 
parameters are used to determine how 
much storage will be allocated for each 
read channel program. DELAY can be 
used to regulate how long ACF/NCP saves 
PIUs prior to sending them to ACF/ 
VTAM. The ACF/NCP DELAY param
eter plus the ACF/VTAM buffer pool def
initions impact host storage utilization. 

To increase the throughput on an ACF/ 
NCP channel, you can use a combination 
of proper read buffer allocations and the 
DELAY parameter. Table I compares var
iables described by Figure 1 and lists some 

T A B L E 1 
If Then 

ATTN > CHAD The ACF/NCP DELAY parameter is too low. 

SLOON > 0 (consistently) The DELAY parameter is too high. 

ADBUF = IPIU IOBUF is too large. 

ADBUF > (2 • IPIU) IOBUF is too small. 

ADBUF < (MAXBFAU • CHAD) MAXBFAU is too large. 

OPIU > CHWA ACF/VTAM is using CPU cycles doing blocking. 

ADATTN > (.10 •CHAD) MAXBFAU or IOBUF is too small. 

ADATTN = 0 (always) MAXBFAU or IOBUF is too large. 

(8) Number of ACFIVTAM buffers that were used 
to read ACFINCP data during the imerval. 

(9) The channel link name. -L indicates that this 
name was generated by ACFIVTAM. 

( 10) Number of read channel programs executed 
during the interval. 

(I 1) Number of input path iliformation units 
received from this ACFINCP during the interval . 

(12) Number of times that ACFINCP we/I/ into 
slow down during the i111erval . 

lows the write channel program with a 
read channel program. Data queued by 
ACF/NCP for the host is sent after ACF/ 

guidelines that you can follow when ana
lyzing channel statistics. 

Summary 
The ACF/VTAM tuning statistics are a 

valuable tool that can be used to improve 
the performance of an existing network 
channel. Tuning statistics collected over 
a period of time can be used to forecast 
network growth and determine workload 
characteristics to allow you to better serv
ice your end user. I strongly recommend 
that you take a look at what can be done 
in your network using this resource. ":' 

l./oyd A . Hagemo, Jr. 
Product Development Manager 
BlueLine Sofrware , Inc. 
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sues the WRITE command to send data 
to the NCP. 

PATH Statement 
The PATH statement is used to tell the 

NCP how to find other NCPs or VTAM 
systems in the SNA Network. A unique 
subarea number is assigned to each VTAM 
and another to each NCP. This number is 
used as part of the network address for 
each resource in the network in a similar 
fashion to an area code in a telephone 
number. After the proper subarea is 
reached, the remainder of the network ad
dress is used to locate the proper re
source. This second portion of the address 
is called the element address. 

PATH statements list every subarea in 
your network that might ever be a desti
nation for data passing through this NCP. 
For that destination subarea you must de
fine the closest subarea (adjacent subarea) 
which lies on the path and the name of 
the communications link (the transmis
sion group number) to be used to reach 
the adjacent subarea. 

Defining Remote Lines 
And Devices 

To define lines and the devices on 
them , you need several statements 
which have hierarchical relationships . For 
SDLC lines you will have the following 
statement types: GROUP, LINE, SER
VICE, PU, LU . For BSC you will see: 
GROUP, LINE, SERVICE, CLUSTER, 
TERMINAL. 

GROUP Statement 
First you must have a GROUP state

ment that describes a group of lines with 
similar characteristics. For NCP type lines, 
there are two possible line control proto
cols: BSC and SDLC. In addition , you 
may have GROUP statements for lines 
which are controlled by the Emulation 
Program (TYPE= EP) . Each type of line 
must be in a separate group; all SDLC 
definitions must follow the BSC def
initions and EP line definitions in the 
gen source . 

For example , all the switched (dial-in 
or dial-out) NCP lines that use SDLC line 
protocol could be grouped together and 
those which were non-switched (dedi
cated/leased) would be in another group . 
All BSC devices would be defined in 
groups separate from the SDLC devices . 

LINE Statement 

All circuits are defined using the LINE 
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statement. Characteristics of the line are 
listed here; for example, the address of 
the interface that is used to connect the 
line to the communications controller 
whether it is a half-duplex or full-duplex 
line and so on . 

SERVICE ORDER Statement 
Next you would have a SERVICE 

statement that names the devices on this 
line in the order they should be serviced. 
For BSC lines , this includes the cluster 

controller and every terminal device on 
the line. For SDLC, only the cluster con
troller names are listed. 

BSC CLUSTER And 
TERMINAL Statements 

For BSC lines you use the CLUSTER 
and TERMINAL definition statements to 
define the 3270-type cluster controller and 
the terminal devices which are attached to 
the cluster controller. Some of the things 

The shortest 
distance between 
two points. 

FaxGate. 

F axGate is the fastest way to get your 
output to remote destinations. FaxGate 
brings the speed and convenience of facsimile 
communication to your IBM Mainframe. 

With FaxGate you print clear, readable output 
on any fax machine in the world as easily as on 
a local printer. 

Call us at Teubner & Associates toll-free for 
more information on the possibilities 
of FaxGate. 

Teubner & Associates, Inc. ~ 
PO Box 1994, Stillwater, OK 74076 

1-800-343-7070 
CIRCLE #88 on Reader Service Card .&. 
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F I G U R E 1 

Hoel Computer 
•••VTAM*** 

Parallel Link 
(Channel) 

Communication• Controller 
* • • • • * • H C P • • • • • • * * • 

Serlal Linke 
(Remote LlnH) 

CAIOS INN LS z SDLCJ NCP 

J ..--- 1 
BNN z SDLCJ PU 

L 1 
BSC z BSC 1 BSC 

J 1 Cluster 

SNI 

PU 

CAIOS: 
INN: 

Channel Adapter Input/Output Supervlaor 
Intermediate Network Node 

BNN: 
LS: 

Boundary Network Node !Boundary Function) 
Link Scheduler 

BSC: 
SNI: 
p u: 

BSC Scheduler 
SNA Network Interconnection 
Phyalcal Unit (Phyalcal Service•) 

you will see on the CLUSTER macro in
clude the general polling characters and 
the type of control unit. On the TERMI
NAL statement there are polling charac
ters to be used to obtain information from 
the device and addressing characters to be 
used to deliver data to the device. 

SDLC PU And LU Statements 
For SDLC lines the PU statement de

scribes the cluster controller, including the 
station address that is used to send and 
receive data for this cluster controller. 
There is also information to describe the 
largest number of bytes which can be 
transmitted to this controller at one time 
(MAXDATA) . 

The LU describes the microcode in the 
cluster controller representing the termi
nal device . There is a local address as
sociated with each LU and other infor
mation that describes how the terminal 
looks to the network . Many of the param
eters on the LU are for VTAM to use . 
Examples are the logon mode table name 
and mode table entry that should be used 
(MODETAB and DLOGMOD) to de
scribe this device during logon processing 
or the Unformatted Systems Services Ta
ble (USSTAB) that should be used to 
translate character-coded logon requests . 

Sift-Down Effect 
Many of the parameters that belong on 

the LU statement may be placed on any 
related statement at a higher level. In other 
words, the logon mode table name 
(MODETAB) may be placed on the LU 
or on the PU above it, on the LINE above 
the PU or on the GROUP above the LINE. 

low unless specifically overridden . 
Sift-down is effective on all the state

ments used to define both BSC and SDLC 
lines except the SERVICE macro . This 
allows a shorter gen source listing, but it 
can make the gen source confusing to look 
at. To determine what value of a param
eter is being used for the LU definition , 
for example, you might have to look at 
four statements - the LU , the PU, the 
LINE and the GROUP. If you did not find 
the value specified in the gen , then you 
would look up the default in the NCP def
inition reference manual. To make this a 
bit easier for you, NDF supplies reports 
.which list exactly what values will be used 
for each parameter and from which state
ment those values were obtained . 

NCP Activation 
You can activate the NCP by having 

the NCP in a predefined set of major nodes 
which will automatically be activated 
when VTAM is started or you could issue 
the following command: 

V NET,ACT,10 = NCP01 

In either case, VTAM will need to access 
the source code from your NCP gen . 
VT AM will read the PCCU statements to 
determine what channel address is to be 
used to communicate with the NCP, then 
use that address to send commands to start 
that communication. If necessary, the NCP 
load module will be transmitted across the 
channel and the controller will be IPL'd . 

Talking To VTAM 

VTAM on the host computer controls 
the channel connection to the NCP. VTAM 
issues READ or WRITE channel com-

The value will sift down to statements be- mands to receive or send data . The NCP 
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never issues a READ or WRITE across 
the channel . 

When something is going from the host 
to a remote device , VTAM will write the 
data out to the NCP. When the NCP gets 
the data from VTAM, the destination ad
dress fields in the SNA header are used 
to deliver the data to the proper resource. 

If the NCP has collected data that needs 
to go to the host, the NCP can use an 
attention interrupt to tell VT AM that a 
READ command should be issued . VTAM 
will then issue the READ to pick up 
the data . 

NCP Functions 
The NCP provides several functions, 

all directly or indirectly related to sending 
and receiving data for remote lines . These 
include Channel Adapter Input/Output 
Supervisor, Intermediate Network Node 
Function, Boundary Function, Link 
Scheduler, BSC Scheduler, SNA Network 
Interconnection and Physical Services . 

These components are shown in the 
communications controller in Figure l . For 
information to travel from an application 
on the host to a remote printer, for ex
ample, it would flow across the channel 
to the NCP, through the CAIOS modules , 
through INN to determine where to send 
the data next , then to the Boundary Func
tion for transformation of headers (and so 
on) , then to the Link Scheduler to deliver 
across the SDLC line to the PU. The PU 
in the cluster controller is responsible for 
delivering the data to the printer. 

Channel Adapter Input 
And Output 

The NCP code provides the necessary 
functions to create attention interrupts 
across the channel to the host and to un
derstand the commands and data that 
VTAM sends across the channel inter
face . These programs are used to assist 
the channel adapter, which is the hard
ware used to connect the channel to your 
communications controller. A communi
cations controller may have several chan
nel adapters installed; each would be at
tached to a different VTAM system. 
VTAM talks to the NCP across one chan
nel address for all the NCP lines; this 
three-digit operating system address is 
called the Native Subchannel Address . 
This same address is used to load the NCP 
with the executable module or to take 
a storage dump of the communications 
controller. 

See NCP page 95 
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Electronic Mail Connectivity 
Where You Need It! 

LU6.2 DINDCA 
EMAIL 

STANDARDS Soft· Switch 
LU6.2 SNADS 

· ................................. XAoo . .......... ·I xE~o I 
WESTERN UNION 

EASY LINK 

PUBLIC MAIL 
SYSTEMS 

SYSM' 
CONNECTIVITY 

PRIVATE MAIL 
SYSTEMS 

API 

BITNET 

Soft· Switch 
AT&T 
MCI MAIL 
Dialcomm 

VSAM FILES 

I 
OTHER I 

,_I~----~ APPLICATIONS 

~ 

IBM DISOSS 
PROFS 

Soft· Switch 
IBM PROFS 
IBM S/36 & 38 
WANG 
DEC 
H-P 

~ s 
SYSM/PC2 

PC/LAN 
SYSTEMS 

SYSM provides connectivity solutions for: 

4 
Soft· Switch J-current 

LANs .. future 

• EasyLink, PROFS, DISOSS, TSO, VM, BITNET, LU6.2 DIA/DCA 

• The Soft·Switch path to PROFS, WANG, DEC, HP, LU6.2 SNADS, X.400, IBM S/36 & 38, 
AT&T, MCI Mail, Dialcomm and LANs. 

• An Application Program Interface that enables user-written programs to interact with SYSM. 

• Future connections to X.400 protocols, EDI, and facsimile. 

To see how connectivity can solve your corporate communication needs, call 1-800-338-6692 
today to arrange for a FREE trial. 

SYSM® is a registered trademark of H&W Computer Systems, Inc. Soft·Switch is a registered trademark of 
Soft·Switch, Inc., EasyLink is a service mark of Western Union. 

® H&W COMPUTER SYSTEMS, INC. 
P.O. BOX 15190 
BOISE, IDAHO 83715-0190 
208-385-0336 • 800-338-6692 
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By Ira Hoffman 

Have you ever 

thought there must 

be a better way to 

handle queries, 

research 

documentation 

or trace /CL? 

There is! 

ere, Oh 

Your mainframe probably has 
hundreds or perhaps thousands of 
data files. They contain informa

tion that your end users would just love 
to be able to process . But what are these 
fi les? How do the end users know what 
is available? How do they determine the 
information that is contained in them? 

This article will not delve into the dis
cussion of whether end-user computing is 
good or bad. It will not argue for or against 
end users accessing production files . And 
it will not suggest the best security system 
to allow access and protect files at the 
same time . 

This article will be of interest to those 
installations that: 

• Have end-user computing 
• Allow access of production data 

files 
• Have end users seeking help in 

finding the best files to use 
• Need a process to make this task as 

easy as possible. 

Has This Ever Happened 
To You? 

Jimmy Cooke , a FOCUS user in Fi-

ere 

' nance , asks you what fields are on the 
accounts payable history fi le and what the 
dataset name is . 

How about this? Linda Macintosh , a 
Lotus user in Marketing , wants to down
load Region 3 sales and asks you if a 
mainframe fi le exists with that data. 

You may or may not know the answers 
to these questions. At the very least, you 
wi ll now have to handle a query that per
haps you do not have to (or want to). At 
the worst , you will have to research doc
umentation, trace JCL and so on. 

There must be a better way! There is! 

ISPF Dialog Manager 
To The Rescue 

One method of supplying this type of 
information is readily available to all shops 
having IBM' s Interactive System Produc
tivity Facility (ISPF) . Using the ISPF 
Dialog Manager, some easily developed 
screens can handle most of these queries. 

The information and screens that fol
low show the implementation of a system 
dubbed PRODuction FILEs (PROD
FILE). Right off the bat, let me state what 
this system is and what it is not. 

F I G U R E 1 

------------------------------------------------------- Utility Selection Menu -------------------------------------------------------
OPTION ===> P 

LIBRARY 

2 DATASET 

3 MOVE/COPY 
4 DSLIST 

5 RESET 
6 HARDCOPY 
P PRODFILE 
S SCRIPT 

- library utility: Print index listing or entire dataset 
Print, rename, delete, or browse members 
Compress dataset 

- Dataset utility: Display dataset information 
Allocate, rename, or delete entire dataset 
Catalog or uncatalog dataset 

- Move, copy, or promote members or datasets 
- Dataset list : display all entries in specified catalog -

edit, browse, delete, rename, print, compress and so on 
- Reset statistics for members of ISPF library 
- Initiate hardcopy output 
- Display production file information 
- Format text on-line 
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What PRODFILE Can Do all available files 90 percent of the time . 

In most large shops having lots of pro
duction files, you will probably see the 
90110 rule . The end-user community, us
ing its downloading capabilities or 4GL 
software, probably accesses l 0 percent of 

Of course, how the end-user commu
nity actually does this is a function of the 
installation in question . Sooner or later 
the end user ends up accessing a file. But 
how many days did it take to find out if 
such data was even available? How much 

FIGURE 2 

--------------------------------------------------- PRODFILE - Primary Menu ---------------------------------------------------
Command = = = > 

1 
2 
3 
4 
5 

INFORMATION 
CHANGES 
MAIN FILES 
EXTRACT FILES 
ADMINISTRATOR 

- What PRODFILE is - what it does, what it does not do 
- New files, changed files and so on 
- The major files available for use 
- The extract ("mini ") files available for use 
- Functions available for PRODFILE Administrator only 

Enter the desired option on the Command line 

Depress PF1 For Assistance 
Depress PF3 to exit from PRODFILE 

FIGURE 3 

----------------------------------------------------- PRODFILE - Information -----------------------------------------------------

PRODFILE is an !SPF-based system that offers information about two kinds of production data: the "major" 
files and "extract" files. These are the two types of mainframe data files most likely to be accessed by an 
end-user using a 4GL language. 

In both cases PRODFILE gives certain information for each file - the sorting sequence, the file definition 
and so on. For the extract files the actual criteria that created the file is stated. 

PRODFILE is NOT a data dictionary. It contains information about a very small percentage of all files , but 
those files that collectively are accessed a high percentage of time by the end-user community. 

Depress PF3 to exit from this screen 

FIGURE 4 
------------------------------------------------------ PRODFILE - Changes ------------------------------ ROW 1 OF 3 
Command = = = > Scroll = = = > PAGE 

DATE 
7/22/87 

9/10/87 

11 /13/87 

Enter the desired option on the Command line 

Depress PF3 to exit from this screen 
Depress PF7 to scroll backward 
Depress PF8 to scroll forward 

ACTION 
Customer Master (preferred) file now available for use 

Sales for Region 7 file now available as extract file 

Format for Sales forecasts file will change eff. 3/1/88 

FIGURE 5 

----------------------------------------------------- PRODFILE - Main Files ---------------------------- ROW 1 OF 24 
Command = = = > Scroll = = = > PAGE 

Depress PF1 for Assistance 
Depress PF3 to exit from this screen 
Depress PF7 to scroll backward 
Depress PF8 to scroll forward 

Place an "S" next to a file to get detail information about that file 

NAME DATASET NAME 
_ Accounts Payable Current file PD.AP01 OOC 
_ Accounts Payable Daily Transactions PD.AP0100T 
_ Accounts Payable History file PT.AP0100H 

Customer Master VD.AC0909C 
Customer Master lnactives PT.AC0909H 
Customer Master Preferred TI.AC1919C 

_ Expense Payable Current file PT.EP0780C 
_ Expense Payable History file PT.EP0780H 
_ Inventory Master VP.NN8920V 
_ Payroll Master file PT.PR5300C 

Payroll Master Terminations file PT.PR5210H 
S Sales (all regions) PD.SA1019D 

Sales forecasts PD.SA1021C 
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of your time (whether you are Info Cen
ter, Tech Support, User Support and so 
on) is used? Is the file eventually used the 
best file that could be used? For example, 
is the user reading sales data for all re
gions just to process and report on data 
for a specific region (that happens to be 
available as an Extract File)? Is the end 
user, via his 4GL, sorting the file because 
the sort sequence is not known to him? 

PRODFILE will not handle every ques
tion about every file . But based on past 
experience, in your installation, you can 
determine just what production files are 
used most frequently by your end users 
- the major files. PRODFILE will pro
vide answers about these files. 

PRODFILE is easy to develop, will save 
you from many phone calls and will in
crease your end-user's productivity. 

For example, by choosing a better file 
(an Extract File or one in the desired se
quence), your end-user's job will execute 
more efficiently and save money (has a 
nice ring to it) . 

What PRODFILE Cannot Do 

Do not think of this system as being 
competition to a data dictionary. It is not 
trying to do that. Using available software 
(ISPF) , it attempts to try to provide the 
maximum information with the minimum 
resources. 

A Look At PRODFILE 

What follows is a general description 
of the PRODFILE system. After the last 
screen and its description are some addi
tional comments (implementing the sys
tem , file access/security considerations 
and so on) . 

Look at the implementation of PROD
FILE. Since PRODFILE can best be de
scribed as a utility, I have chosen to in
clude it in the ISPF option 3 panel -
Utility Selection Menu (see Figure 1). 

After selecting option '' P'' for PROD
FILE, the PRODFILE Primary Menu ap
pears (see Figure 2). 

This screen offers four selections for 
all end users and an additional one for the 
person designated PRODFILE Admin
istrator. 

The Information screen (option 1) gives 
an overview of what PROD FILE is , what 
it does and what it does not do (see 
Figure 3). 

Option 2 from the PRODFILE Primary 
Menu (Figure 2) is Changes. This brings 
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up an informative screen telling the end 
user what has happened to those files about 
which the PRODFILE system supplies in
formation . This information may include 
new files that are available, changes to 
existing files and so on (see Figure 4). 

The next option of the PRODFILE Pri
mary Menu, option 3 of Figure 2, is the 
nuts and bolts of the system. Main Files 
brings up ii series of panels , in sequence 
by an English description of the file , not 
in sequence by the dataset name . Along
side each file is the first piece of infor
mation - the dataset name. This is shown 
in Figure 5. 

In Figure 5, the end user is interested 
in the file that shows Sales (all regions) 
data. Placing an "S" next to that file will 
bring up the detail screen for that data 
file . The Main Files Detail Information is 
shown in Figure 6. 

This screen shows detail information 
about the Sales (all regions) file . This in
cludes the sort sequence. The sorting or
der of the file is of significant interest to 
the end user. It may indicate that the file 
is already in the desired sequence . The 
4GL language may be coded to read the 
file to a desired logical record, then stop 
(reading). Reading less data will save 
processing time and reduce costs . 

The screen also shows the Extract Files 
- those files that contain segments of in
formation found in the major file . Of 
course , there may not be an Extract File 
available, but if there is , PRODFILE is 
an excellent way to let the end-user com
munity know about it. 
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In the example Extract Files are, in fact , 
available . Four different files are shown 
- Sales for Region 1, 2, 3 and 7. The 
end user is interested in data only for Re
gion 3; therefore, he places an " S" next 
to that line (as shown in Figure 6). This 
brings up the Extract Detail Information 
panel (see Figure 7) . 

This screen gives all the detailed infor
mation for the Extract File, in this case 
the Sales for Region 3 data file . The Ex
tract Criteria section states the method that 
created the file. In general , Extract Files 
contain data that is identical to the major 
file. This may not always be so . An Ex
tract File might start out with the same 
data (records), but may have them in a 
different (and possibly better) sequence. 
It may have fewer fields than the major 
file or differ in some other way. But 
whether it is the same or different , its ex
istence is documented via PRODFILE. 

The next screen in the system lists the 
Extract Files. By choosing option 4 on 

the Primary Menu (Figure 2), a screen 
similar to the Main Files panel (Figure 5) 
but showing only the Extract Files is dis
played. Once again the sequence is an 
English descriptive name, not the dataset 
name. The Extract Files panel is shown 
in Figure 8. 

Since all Extract Files are listed, you 
see for the second time the four sales files 
(Sales for Region 1, 2, 3 and 4) . From 
this screen an end user can get the same 
information as from the detail screen for 
a major file that has Extract Files (see 
Figure 6). 

The last panel in the system, option 
5 on the Primary Menu , invokes the 
PRODFILE Administrator screens. The 
contents of these panels are not rele
vant to this discussion . Functionally, they 
give the administrator the ability to 
maintain the system - add , change and 
delete information about the major and 
Extract Files. 

Implementing The System 

There are a number of sources that can 
be used to determine the major and Ex
tract Files . They include the following: 

FIGURE 6 
----------------------------------------- PRODFILE - Main Files Detail Information ------------------ ROW 1 OF 4 
Command = = = > Scroll = = = > PAGE 

Depress PF1 for assistance 
Depress PF3 to exit from this screen 
Depress PF7 to scroll backward 
Depress PF8 to scroll forward 

Name: - Sales (all regions) 
Dataset Name - PD.SA1019D 
Sorting Sequence - Region, Customer Number, Date 
File Definition - VPD019 in file definition book 
Comments: - this file contains information for the fiscal year 

(March 1 through February 28). It is purged each year in March. Care should be taken when using this 
file between March 1 and the date of the purge that the data from the correct year is used. 

Extracts of this file - place an "S" next to any one for further info. 
NAME 

_ Sales for Region 1 
Sales for Region 2 

S Sales for Region 3 
_ Sales for Region 7 

DATASET NAME 
MD.SA10191M 
MD.SA10192M 
MD.SA10193M 
MD.SA10197M 

FIGURE 7 
-------------------------------------------- PRODFILE - Ex1ract Detail Information 

Name: 
Dataset Name 

Major File Name 

Sorting Sequence 
File Definition 

- Sales for Region 3 
- MD.SA10193M 

- PD.SA1019D 

- Customer Number, Date 
- VPD0191 in file definition book 

Comments: - this file contains up to 900,000 records, depending on the time of year. 
Also, see comments for major file regarding the purge. This file is also purged sometime in March and care 
should be taken when using this file between March 1 and the date of the purge that the data from the 
correct year is used. 

Extract Criteria - this file contains the data for ONLY Region 3 found in 
the major file - PD.SA1019D 

Depress PF1 for assistance 
Depress PF3 to exit from this screen 

FIGURE B 
--------------------------------------------------- PRODFILE- Extract Files ---------------------------ROW 1OF14 
Command = = = > Scroll = = = > PAGE 

Depress PF1 for Assistance 
Depress PF3 to exit from this screen 
Depress PF7 to scroll backward 
Depress PF8 to scroll forward 

Place an "S" next to a file to get detail information about that file 

NAME DATASET NAME 
_ Inventory Master category "CP" PD.IN11237D 
_ Inventory Master category "CT" PD.IN14337D 
_ Inventory Master category "FP" PD.IN14237D 
_ Inventory Master category "FQ" PD.IN11337D 
_ Sales for Region 1 MD.SA10191M 
_ Sales for Region 2 MD.SA10192M 
_ Sales for Region 3 MD.SA10193M 
_ Sales for Region 7 MD.SA10197M 
_ Travel Expenses Region 1 BT.TR98101D 
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----Data----

• Asking the end-user community 
individually, at a user group, via the 
newsletter and by other means what 
files should be in the system 

• Looking at system performance data 
(SMF, JARS and so on) to 
determine actual file usage 

• On-going requests, suggestions and 
the like from the end users, MIS 
development and others for new/ 
changed major and Extract Files . 

File Access/Security 
Considerations 

The PRODFILE system does not give 
access to any file. It gives descriptive in
formation about production files in a ''user 
friendly" way. However, there may be 
concern in your installation that even the 
knowledge of the dataset name of a re
stricted file is in itself a breach of security. 
This should be resolved with the appro
priate individuals in your organization 
prior to making those files part of the 
PRODFILE system. 

Additional Detail Information 

The actual data requirements of the end
user community will dictate the specific 
detail information actually shown in the 
Main Files Detail Information (Figure 6) 
and Extract Detail Information (Figure 7). 
It is worth mentioning that some poten
tially useful information such as record 
length (LRECL), blocksize, device type 
(tape or disk), number of records and so 
on is available. This information may be 
obtained by processing SMF data, system 
utilization data (for example, JARS), tape 
management system and so on . 

The developer of PRODFILE is faced 
with the task of determining the best 
source for this data and actually making 
it available through PRODFILE. : 
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Ira Hoffman is 
the Cost Contain
me nt l End-User 
Productivity 
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Zayre Stores, 
Framingham , 
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ALL THE RIGHT ANSWERS TO YOUR 
ADABAS AND NATURAL QUESTIONS 

0. Performance Monitoring? A. TRIM 

0 . Auditing? A. AUDITRE 

0 . Change Management/ A. N20 
Program Migration? 

0. Security? A. SECURITRE 
interface to RACF, ACF2, 
and TOP-SECRET 

Treehouse Software Inc., known for its quality software at competitive 
prices, wants you to call and ask for a free trial of TRIM, AUDITRE, N20, 

or SECURITRE. Our answer will be "yes" and our products will speak for 
themselves. 

Treehouse Software Inc. 
400 Broad St., Suite 206 

Sewickley, PA 15143 
Phone: (412) 741-1677 
Fax: (412) 741-7245 
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Electronic Mail System (EMS) 

CICS based Electronic Mail System 
Calendaring and Group Scheduling 
Task List Management 
Full Function Full Screen Editor 

Word Wrap, Paragraph reform 
Margins and justification 
Copy, move, Insert text 

Filing system with Foldeni, draweni, 
Cabinets, and Paste-it Notes 

Gone Fishing Notices 
Electronic Signatures 
3270 & Line-Mode Interfaces 
Extensive Security 
Unlimited Mailboxes 
Route Lists 
Beginner & Advanced user Interfaces 
Auto-registration of new users 
Telephone directory management 
CICS and Jes/Power printer support 

Western Union Easylink 
ITT nmetran 
Graphnet Freedom Network 
TCI International 
TRT Multispeed 
DOD Direct Delivery 
Tymnet Outdial 
ASCII Line-Mode Passthru 
PC Upload/Download Text&Binary 
TSO Notify and Passthru Gateway 
MCI Mail (Coming) 
X.25 support for Line-Mode interface 
LU6.2 EMS-to-EMS gateway 
ASPLUNDH Dig-Alert gateway 
TELEX and FAX delivery 
Custom Gateways Quoted on Request 

Many more features 

Computer Application Services, Inc. 
15560 Roclrffeld Boulevard 

Irvine, California 92718 
{714)859-2274 Telex 755741 
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FETCH is a powerful solution 
to the problems that cause 
CICS stress. FETCH will dra
matically improve CICS perfor
mance from day one. Just how 
good is it, really? Well, you 
could say FETCH is dynamite . 
Install FETCH on your CICS 
and get instant relief. Relief 
from CICS "bottleneck" prob
lems like virtual storage con-

straints and slow response time. 

You see, FETCH goes right to 
the heart of the matter by satis
fying an unlimited number of 
CICS load requests simultane
ously. So FETCH improves 
your response time right off 
the bat. Also, FETCH elimi
nates the need to define high 

ef:IJ Reduce resident program storage A requirements by 90% or more. 

use application programs resi
dent for performance purposes. 
FETCH's unique multi-thread 
load mechanism will load 
programs as quickly as if 
they were core resident. And, 
if you're an XA shop, our 
FETCH/XA product will let you 
take advantage of address 
space above the XA line with
out any program changes. 

Eliminate 87% of program wait on the 
load library and instantly improve 
response time. 

JI!:, Reduce 1/0 at least 50%. I 
# Reduce compression A problems. 

FETCH'" & FETCH/XA'" 
OPERATES UNDER MVS/SP & XA I 

~IOS PRODUCTS, INC. 
1455 Veterans Highway 
Hauppauge,NY11788 

(516) 348-1900 

CIRCLE #84 on Reader Service Card .£. 



ere Did 
e 

Cycles Go 
A Study of CICS 
Processing Patterns 

By Ted C. Keller 

H ave you ever wondered what hap
pens to all the CPU cycles ex
pended in a CICS region? If you 

are doing any kind of serious planning, 
you probably know which transactions are 
consuming the largest percentage of the 
processor. You might even know how 
much overhead is associated with the task 
control (KCP) and terminal control (TCP) 
tasks. But do you really know where 
processing is taking place? Is the bulk of 
CICS processing time being spent in ap
plication code, CICS modules or system 
modules such as access methods? 

Several years ago I developed a mon
itor which, among other things , could 
track which modules in a CICS region are 
using the CPU and where in each module 
the CPU was being utilized. My original 
intention was to find inefficient code in 
application programs which might be 
tuned to reduce CPU usage. However, 
what I discovered was the following: 

• In most regions the amount of 
processing being performed in 
application code (the actual 
COBOL, Assembler and so on 
program statements) was much less 
than I had expected 

• By far, the largest portion of 
processing was being spent in CICS 
management modules 

• The amount of processing spent in 
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CICS facilities such as CMF or 
trace was significant 

• Not nearly as much time was being 
spent in some CICS system modules 
(such as PCP or FCP) as I would 
have guessed 

• A relatively small amount of time 
was being spent in operating system 
services such as access methods. 

In this article, I will discuss processing 
profiles for two different regions. The first 
region, which I will call Region A, con
tains a mix of macro- and command-level 
programs. The second region, Region B, 
runs almost nothing but COBOL com
mand-level programs. Both regions in
clude a wide variety of transactions and 
make some use of MRO services . There 
is little paging in these regions and all 
paging requirements are being serviced 
from expanded storage. Both regions were 
run under MVS/XA on a 3090 Model 
600E which would have been about 55 to 
65 percent busy overall. 

In both of the profiles which follow, I 
will present CPU usage as percentages of 
CPU demand . CPU demand is the meas
ure of the time CICS is either using or 
attempting to use the processor. These 
percentages communicate the portion of 
CICS' path length associated with each 
service. 
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DOWNTIME. 
WITH AN EXCUSE. 

Ordinary diagnostic tools do an okay 
job of telling you what went wrong after 
your system goes down. 

There's only one problem. 
Your ~ystem is down. 

NO 
DOWNTIME. 

STABILIZE/ CICS keeps your 
system up and running. 

STABILIZE automatically • detects 
• diagnoses AND has the intelligence to 
• DYNAMICALLY REPAIR CICS 
to prevent system failures. 

And, with each new release of 
STABILIZE, we update its knowledge 
base so that it keeps learning how to 
detect, diagnose, and repair more and 
more CICS problems thus preventing 
CICS outages. 

Your ~ystem stay_§ !!P-· 

The choice is yours, but unless you choose STABILIZE/ CICS, there's no choice at all. 

Ask about our new «CENTRAL'' option for automating CICS operations with central 
message control. r--------------------------, I My choice is NO DOWNTIME. I 
I D Send me a free STABILIZE Presentation Diskette. ~~ On·L~ne So.£t,'J(7'a~e I 

D I want to trial STABILIZE for 30 days. Call me. '.I.. i£ YY 1 .a.' 
I INTERNATI O NAL I 
I The Safe Buy. 1 
I 

Name/ Title I 
All our products are offered with a life-

1 Company Name time trade-in guarantee so that the money I 
I Address you spend today is always available to I 

meet your changing needs tomorrow. 
I City/ State/ Zip On.Line Software offers consulting, I 
I Mail Stop Telephone education and software products. We I 
I Mail to: On·Line Software, Two Executive Drive, specialize in CICS, DB2, and CASE I 
I 

Fort Lee, NJ 07024 or Call technologies for application development. I 
800-642-0177 

L 201-592-0009 MJZDS9 .I --------------------------CICS RADAR® is a registered trademark of Compuware Corp. 
Eyewitness® is a registered trademark of Landmark Systems Corp. 
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f I 6 u R E 1 

Processing in REGION A 

SVC commonly called dispatch. This SVC 
will update the CPU usage and paging 
statistics for the address space. Both mon
itors use this information to update the 
CPU and paging statistics for each task. 
In most systems, somewhere between 40 
and 65 percent of the CPU time used by 
CMP or other similar monitors is associ
ated with the dispatch SVC. 

Component 

CICS management modules 
Monitor 
Trace 
Storage control 
Program control 
File control 
Task control /terminal control 
Execute Interface (command level support) 
Misc CICS management modules 

Total CICS management modules 

Application code 
User written PCP exits 
All other application code 

Total application code 

Access methods and Other 

Total 

Profile of Region A 
Most of the applications in Region A 

were originally written in macro-level As
sembler over a decade ago. Newer mod
ules added over the past several years have 
been primarily command-level COBOL. 
Applications in this region access several 
files in remote regions , mostly through 
the use of common command-level sub
routines . The region currently drives CPU 
demand as high as 90 percent. Because 
of high levels of CPU demand, trace is 
not run in Region A. (I will discuss the 
impact of the trace facility later.) Plans 
are currently underway to move some 
processing to another region . 

The period chosen for detailed analysis 
had a CPU demand of 88 .5 percent. In 
this period , CICS management modules 
were responsible for 72.6 percent of the 
processing . Another 14 .9 percent of proc
essing was spent in miscellaneous MYS 
access methods or services. A mere 12.5 
percent occurred in application code . Fig
ure 1 gives a detailed picture of where 
processing occurred . 

Figure 1 shows that the largest single 
user of CPU is the monitor. In this ex
ample, the monitor was a non-IBM mon
itor. In separate benchmarks conducted 
with this monitor and the IBM CMP mon
itor running together, both monitors used 
similar amounts of CPU. Both monitors 
were configured to collect standard per
formance data. 

The largest amount of CPU consumed 
by either monitor was spent collecting in
formation on CPU utilization . Both mon
itors are driven off a similar interface 
(EMP/TRACE) and receive control after 
each logical CICS event. Whenever CICS 
detects control switching from one task to 
another, the monitors will issue the MYS 
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In both 

Percent 

26.1% 
0.0% 

11.9% 
4.7% 
2.4% 
3.9% 
6.6% 

17.0% 

72.6% 

2.4% 
10.1% 

12.5% 

14.9% 

100.0% 

monitors, the 

collection 

of CPU and 

paging statistics 

can be 

bypassed. 

f I 6 u 

In both monitors, the collection of CPU 
and paging statistics can be bypassed. In 
this case, monitors will collect only dis
patch time. This is the time after tasks 
receive control from CICS until they re
turn control to CICS. It includes CPU time 
used by the task plus the time spent wait
ing for higher priority MYS tasks, page
faults and other factors which can inter
rupt processing. Dispatch time is a valid 
measure of the time a task was attempting 
to use the processor, but it does not in
dicate how much CPU was actually used 
by the task . Depending on the need for 
an accurate measurement of CPU utili
zation and paging, it is possible to reduce 
CICS CPU usage by 10 to 15 percent by 
not collecting statistics on CPU usage 
and paging. 

This may present somewhat of a di
lemma - when you are driving the 
CPU hard, you might be most interested 
in determining which transactions are 
using the largest amount of CPU. Unfor
tunately, the single most significant user 
of CPU is likely to be the code measuring 
CPU usage. 

Under Releases 1.7 and 2.1, the CMP 
monitor can be tailored to collect only se
lected data. It is not necessary to collect 
statistics on data which will not be used. 
Tailoring can help reduce CPU consump
tion by CMP. The non-IBM monitor may 
also be tuned. In separate tests, CPU usage 

R E 2 

Processing in REGION B 
Component 

CICS management modules 
Monitor 
Trace 
Storage control 
Program control 
Fiie control 
Task control /terminal control 
Execute interface (command level support) 
Misc CICS management modules 

Total CICS management modules 

Application code 
User written PCP exits 
All other application code 

Total application code 

Access methods and Other 

Total 

Percent 

28.5% 
11.7% 
11.9% 

1.9% 
6.8% 
4.7% 
6.4% 

17.6% 

89.5% 

1.5% 
5.5% 

7.0% 

3.5% 

100.0% 

41 



-------------Cycles-------------

in the non-IBM monitor was reduced to 
16 to 20 percent by restricting the collec
tion of certain data. 

20 million browse requests per day. Even 
with such heavy 110 activity, only a mi
nor portion of processing is spent in ac
cess method code . 

42 

A second interesting feature of this run 
is that about 15 percent of processing was 
performed by access method modules 
and other miscellaneous operating sys
tem services. There are many files de
fined in this region with heavy 110 ac
tivity. One particular file services about 

Of the 12.5 percent of processing ac
tually spent in application program code, 
2.4 percent was spent in one of two PCP 
exits. Another 4 .3 percent occurred in 
common command-level sub-modules 
used to access files and 1.2 percent in 

XA·RELO 
CICS Performance Optimizer 

As you may have already discovered, converting to XA 
does not necessarily mean your CICS performance and 
storage problems are over. Now it's time to let the 
powerful features of XA-RELO provide the solutions. 

• Improves internal performance and throughput 
• Transfers all transaction COMMAREA's to the 

XA address space when not in use 
• Eliminates all CICS storage compressions 

• Provides an optional lK Page size for more efficient 
use of the Dynamic Storage Area (DSA) 

• Eliminates virtual storage constraints 
• Eliminates Short-on-Storage conditions 
• Increases the Dynamic Storage Area (DSA) 
• Eliminates all program fetches from the CICS 

load library during execution 
• Reduces system 1/0 and WAIT time 
• Allows all programs and mapsets to reside in 

the XA address space without any recompiles 
or modifications, including macro level programs 

• Easy to install ... less than 30 minutes without 
any system modifications or program changes 

- Call now for a free trial -
(800) 542-7760 • FAX (205) 833-8746 

Quantum International Corporation 
''Superior Solutions '' 
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common service modules such as date 
routines and table look-ups . Less than 5 
percent of the processing is actually done 
in mainline app lication code . Compared 
to everything else, the processing by 
COBOL or Assembler application code 
was almost inconsequential. In fact, more 
time was spent in command-level service 
modules (6.6 percent) or in program con
trol (including the user exits) than in 
mainline application code. It appears that 
the potential for reducing CPU utilization 
by tuning language-specific processing is 
quite limited. 

One final observation about this region 
is that storage control was one of the larger 
consumers of processing. Of course , this 
is not because the applications are con
stantly requesting storage management 
services , but it is rather a reflection of 
the fact that most other CICS service mod
ules request and release CICS storage of 
some kind. 

Profile Of Region B 

Region B is quite different from Re
gion A. Almost all of the modules in Re
gion B are command-level COBOL. Lo
cal Shared Resources (LSR) are used 
heavily in Region B and both data and 
index read-hit ratios are 90 percent or bet
ter for most subpools . The typical trans
action in this region will issue 15 to 20 
random 110 requests, use . I seconds of 
CPU and still complete in less than .3 
seconds . About 1 percent of the transac
tions are relatively long running , issuing 
300 to 10,000 random 110 requests with 
response times from one to 20 seconds . 
This exceptional level of service is pri
marily due to good LSR read-hit ratios. 
VSAM subtasking (VSP) is being used to 
throttle long-running tasks and allow other 
work to be dispatched. (Because of an 
incredible LSR hit ratio of well over 95 
percent for the files accessed by the long
est running tasks, tasks can remain in 
control of the processor for prolonged pe
riods of time unless VSP is employed . 
CICS will allow a task to continue proc
essing if an 110 request can be completely 
satisfied directly from LSR.) 

The period studied had a CPU demand 
of 45.0 percent - it was attempting to 
use a processor a little less than half of 
the time. As can be seen in Figure 2 , a 
staggering 89. 5 percent of the processing 
occurred in CICS management modules. 
Only 7 . 0 percent was actually spent in 
any kind of application code and 3.5 per
cent in access methods or other operating 
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Response Time is Money. 
Poor CICS response time is expensive. The longer users 
wait, the less they get done, the more your bottom line 
suffers, and the more you get blamed. But good response 
time can also be expensive - when it's purchased through 
more hardware or overworked systems staff. 

No guesswork 
Candle helps keep CICS response time and your budget 
at a minimum with software that precisely pinpoints 
the causes of poor CICS performance. Our end-to-end 
response time feature even tells you whether the 
problem is in the host or in the network. And that 
improves the response time of your staff. 

Faster solutions 
The OMEGAMON® family of products for CICS keeps 
your user service levels on target by detecting availability 
threats and slowdowns immediately, analyzing the cause 
for you, and recommending the solution. A si~gle Status 
Monitor™ screen keeps you on top of your entire CICS 
network - across CPUs and across geographic locations. 
OMEGAMON eliminates the time-consuming process of 

analyzing irrelevant resource data by doing the analysis 
for you. 

Our products also help you budget. They give you 
trending and capacity planning information so you can 
forecast future needs and make maximum use of existing 
resources. With software, not by throwing more iron 
at your problems before it's really needed. 

Total support 
As for our response time, Candle's support team is 
available round-the-clock, around the world, every day 
of the year to answer your questions and help you get 
the best performance from your CICS system. And Candle 
Education helps you improve your own performance. 

Is your response time costing you money? It's worth your 
time to find out by calling your Candle Account Repre
sentative or Terry Forbes today at (800) 843-3970. 

tCandle® 
Copyright © 1989 Candle Corporation. All Rights Reserved. 
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system services. Part of the reason for such 
a small percentage of time showing in ac
cess methods is that YSAM subtasking 
was being used. Most of the CPU utili
zation associated with YSAM processing 
was being performed by the YSAM sub
task - a separate MYS task . The proc
essing observed by my monitor is only 
for the main CICS task. Additional proc
essing is occurring in the YSAM subtask. 

It is contributing to the total CPU used , 
but it is not directly impacting process
ing in the main CICS task. Unless total 
CPU utilization in the processor complex 
becomes excessive, YSAM subtasking 
can help relieve CPU constraint in a 
CICS region . 

Comparing Figures l and 2, you can 
see many similarities between Regions A 
and B. The monitor facility again was the 

NOW, CICS AND VSAM 
UNDER VM WITHOUT A GUEST 

OPERATING SYSTEM! 
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With VMCICSN and VMVSAMN from 
Unicorn Systems Company, you can develop 
and run your production CICS and YSAM 
applications directly under VM. And 
you can do so without compromising 
compatibility or performance. No resource 
hungry guest operating system is required. 
No hardware restrictions-from the IBM "' 
9370 to 43xx to 30xx and compatibles. 
No headaches. 

VMCICS/Development System allows 
you to develop, test and debug CICS appli
cations directly under VM with exceptional 
productivity. You can obtain true YSE or 
MYS CICS compatibility with the advantages 
of developing under VM/CMS. Your 
developed applications can be moved back 
to YSE or MYS for production or remain 
under VM using VMCICS/Execution System. 

VMCICS/Execution System is a multi
user production CICS environment for VM 
which provides outstanding performance. 
CICS/VSAM applications easily port from 
YSE or MYS. And, under VMCICS/ES, they 
operate with improved stability-no more 

region crashes. In effect, users get their 
own "virtual region ." 

VMYSAM is a multi-user, shared file 
system for VM which provides full YSAM 
compatibility. Programs written in COBOL, 
Assembler or REXX can now share 
VMVSAM files . And VMVSAM supports 
concurrent sharing of files between batch 
and online programs operating under 
VMCICS/ES-with full data integrity. 

Together, VMCICS and VMYSAM 
make it possible to move your CICS/VSAM 
applications to VM, the most popular and 
fastest growing IBM mainframe operating 
system. So isn't it time for you to say "no 
more guests"? Be our guest by calling 
toll-free today at 800-222-6974 (from 
California, 800-232-CICS). 

........... 
m1corn 
Unicorn Systems Company 
3807 Wilshire Blvd. 
Los Angeles, CA 90010 (2 13) 380-6974 

VMCICS and VMVSAM are trademarks of Umcorn Systems Company. 
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dominant consumer of processor re
source . Storage control also utilized a sig
nificant portion of processing . 

File control showed a significantly 
larger portion of processing in Region B 
(6.8 percent versus 2.4 percent). The dif
ference in CPU usage was observed to be 
in the portion of file control communi
cating with the YSAM subtask. If YSP 
were not being used , the main CICS task 
would show about 12 to 18 percent more 
CPU usage in access method code . With 
YSP, CPU usage in file control is 4 to 8 
percent higher. Thus , YSP appears to re
duce CPU demand for the primary CICS 
MYS task by about 8 to 12 percent. 

Both program control and the PCP ex
its received quite a bit more activity in 
Region A. Transactions in Region A tend 
to LINK to a large number of application 
subroutines. Programs in Region B tend 
to be somewhat larger and less dependent 
on LINKed sub-modules. 

The biggest difference between the two 
regions appears in the processing per
formed by the trace facility. Region B 
shows 11 . 7 percent of activity in the trace 
module . When trace is running, it can 
usually be expected to add 12 to 20 per
cent CPU consumption by CICS . As 
you may recall , trace was not running in 
Region A. 

Conclusions 

The two profiles shown above are rep
resentative of activity in each of these re
gions. Both are built from periods of about 
10 minutes each. The numbers shown in 
each profile are typical of results observed 
in many periods for the two regions. Per
centages for larger users of the CPU (es
pecially for monitor code) varied by as 
much as 2 to 4 percent from sample to 
sample in each region , but overall pat
terns of activity always remained approx
imately the same. Other CICS regions 
have been profiled and have shown re
sults similar to those observed for Re
gions A and B. 

Based upon the processing patterns I 
have observed in many CICS regions , I 
will offer the following generalizations. 

Micro-level tuning of application code 
will have little impact on overall CICS 
CPU utilization. Since it appears that 10 
percent or less of CICS processing will 
occur in application programs, tuning ef
forts which make the program code as 
much as 30 percent faster will only reduce 
total CPU utilization by 3 percent or less. 

See Cycles page 84 
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What You Should Know 
About 

The COBOL Task Global Table 
(TGT) is a table used in every 
COBOL program. It can be consid

ered a control block or a data area. It is 
unfortunate that in our fourth-generation 
society, control block and data area are 
terms that a COBOL programmer is not 
expected to know. The explanation of the 
TGT in the IBM manuals does not en
courage the reader to explore further. 
Other than a complete field-by-field 
description in the appendix of the IBM 
OS/VS COBOL Compiler and Library 
Programmer's Guide, the manual de
scribes the TGT as "consisting of 
switches, addresses and work areas whose 
information changes during execution of 
the program" and "being used to record 
and save information needed during exe
cution of the object program." 

IBM has changed its documentation of 
the TGT in COBOL II . The VS COBOL 
II Application Programming: Debugging 
manual explains how to find the TGT and 
the use of a few of its fields . Unfortu
nately, the manual does not have a field
by-field description. These field descrip
tions are located in the VS COBOL II 
Diagnosis Reference manual . This man
ual is one in the LY series of IBM man
uals (the same series as the program 
logic manuals) usually unavailable to ap
plication programmers. The remainder 
of this article will describe the TGT 
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By Harvey Bookman 

in VS COBOL. The differences that ap
ply to COBOL II will be italicized in 
brackets []. 

Without some sort of education or ex
perience to show otherwise, the descrip
tion in the manual leads you to believe 
that the TGT is not an area worth study
ing. While some fields in the TGT are of 
no use to an applications programmer, 
others are of considerable importance. The 
fact is the TGT contains a wealth of in
formation that is available nowhere else. 
Knowledge of its information also aids a 
programmer in other areas of COBOL un
derstanding such as reading a Procedure 
Map. The Procedure Map is Assembler 
code generated in the listing produced by 
the COBOL compiler. Understanding the 
TGT and its intricacies can literally save 
a programmer many weeks of time during 
his or her programming career. 

Take for instance the problem of find
ing the value of an index at the time that 
a COBOL program ABENDs . The index 
values (other than those explicitly defined 
as data fields in a program) only exist in 
the TGT. From my personal experience, 
most COBOL programmers do not know 
how to find an index in a dump. After a 
dump occurs, a programmer will usually 
rerun a program with a DISPLAY of any 
index that is in question. This method of 
debugging will take many times as long 
as simply reading a dump. 

It is absurd that a programmer will make 
use of a subscript value simply because it 
is located by using the Data Division Map 
of a COBOL program, but (s)he will not 
make use of index value because it is 
found in a "less convenient" place, the 
TGT. With the proper understanding, the 
value of an index in a dump can be lo
cated in about the same time it takes to 
locate the value of a data field. Other fields 
in the TGT can be located just as easily. 

The TGT is included in the listing 
whenever a COBOL program is compiled 
with the PMAP, CLIST or DMAP op
tions . [LIST or OFFSET options.] In VS 
COBOL it is included right after the Data 
Division Map in the listing. The displace
ment of each field from the beginning 
of the program is shown directly after 
the field in the TGT listing. The TGT 
physically exists right after WORKING
STORAGE and before the actual program 
code in VS COBOL. 

[In COBOL II the TGT appears near 
the end of the listing. When the NO RENT 
option is used in a compilation, the TGT 
in use by the program will physically exist 
as part of the load module, located after 
the program code and before WORKING
STORAGE. (The order of the various parts 
of a COBOL program have been rear
ranged in COBOL II.) The displacement 
of each field from the beginning of the 
program as well as the relative displace-
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Lettinga 
DBMSmapage 

yourtmles 
is like usi1g 
a Mack lnlcl< 

• as a taxi. 

It's true, you'll get where you were going but 
it's going to be slow and expensive. 

The same applies when it comes to 
managing tables in your IBM™mainframe 
applications. 

Only tableBASE™allows you to manage 
your tables dynamically IN MEMORY, 
with ease and minimum overhead. With 
tableBASE you have complete control over 
your data and can reduce 1/0 and run-time in 
your applications by up to 95%. 

If you would like your applications to 
be easier to handle and get you there faster, 
try tableBASE. 

Call 1-800-267-0730 today for your free trial. 

We manage your tables 
• 1nmemory. 
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ment from the beginning of the TGT is 
shown before each field. 

When the RENT option is used to com
pile a COBOL II program (making a pro
gram reentrant, which is necessary when 
a program is written to run under CICS), 
the TGT (as well as the WORKING
STORAGE) exists in a GETMAINed area. 
In MVS and CMS it is put into subpool 0 
storage while in CICS it is put into CICS 
managed storage. The displacement of 
each field relative to the beginning of the 
TGT is shown before each field in the list
ing. (The displacement relative to the 
program beginning is not shown since the 
TGT is not located adjacent to the pro
gram code.) 

A program compiled with the RENT 
option will take up more storage when it 
runs than a program compiled with the 
NORENT option. This is because the 
program's TGT and WORKING-STOR
AGE exist both within the program as 
well as the copy in storage that is actu
ally used. The copy in the program is 
used by COBOL to initialize the GET
MAINed TGT.] 

Once the physical beginning address of 
a COBOL program is located in a dump, 
it is added to the displacement of any spe
cific field in the TOT (relative to the be
ginning of the program) to locate the field. 
[When the RENT option is used with 
COBOL II, the TGT used will be located 
in storage outside of the load module. 
When a COBOL II program is running, 
Register 13 normally points to the TGT. 
If a COBOL II subroutine is running at 
the time of an ABEND, Register 9 usually 
points to the TGT. When you think you 
have located a TGT, you can verify this 
fact since the TGT always starts with a 
hexadecimal '00108001' and contains the 
alphabetic constant 'C2TGT+48' at a 
hexadecimal offset of '48'.] It is even 
easier to find fields in the TOT when an 
installation has COBOL debugging tools 
that format the TOT whenever a dump is 
produced. 

In the remainder of this article, some 
of the TOT fields will be discussed in de
tail. The terms printed in capital letters 
refer to specific TOT field names in the 
figures. Examples of a TOT from a VS 
COBOL compile, a TOT from a COBOL 
II program compiled with the RENT op
tion and a TOT from a COBOL II pro
gram compiled with the NORENT option 
are shown in Figures l , 2 and 3. 

The TOT is composed of two parts . 
The first part is a fixed-length portion 
containing fields which always appear in 
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every program such as the Register Save 
area. Following this is a variable-length 
portion containing fields of varying 
lengths. The variable fields exist or not 
depending on specific program require
ments determined by the COBOL com
piler for each program . 

When examining the TGT in a COBOL 
program, all fields in the variable portion 
are listed even if they do not exist in the 
specific program. You can determine fields 
that are not used by checking whether or 
not the field after them has the same dis
placement. For example, suppose that IN
DEX CELLS are listed in the TGT at a 
displacement of 330 and in the following 
field in the TGT, the SUBADR CELLS 
are also listed at displacement 330. There 
are no INDEX CELLS used by the pro
gram. [This is clearer in COBOL II where 
fields in the variable portion that are not 
used are not listed.] 

Index Cells 

Each implicitly defined index in a 
COBOL program takes up a fullword in 
the INDEX CELLS. COBOL stores the 
value of an index in binary as if it were 
defined as a PIC S9(9) COMP in the pro
gram. Indexes are stored as displacements 
into the table on which they function . For 
a one-dimensional table, to determine the 
value of an index at the time of an 
ABEND, divide the value in an INDEX 
CELL by the length of its corresponding 
table entry and add one. 

The INDEX CELLS appear in the same 
order that indexes are defined in the pro
gram; the first fullword for the first im
plicit index defined, the second fullword 
for the second implicit index defined 
and so on. 

The indexes in a program are not num
bered in the Data Division Map. If you 
do not have a PMAP where they are num
bered , it can be rather clumsy to find an 
index value in a program with many in
dexes . You must first find each field in 
the Data Division Map that has a usage 
of INDEX-NM and has no BL or BLL 
cell listed in the BASE column. (Explic
itly defined index cells have a base cell 
associated with them.) Number the im
plicit indexes sequentially until you get to 
the index that you wish to locate. [For 
each field in the Data Division Map that 
has a usage of INDEX-NAME, the BASE 
column of the Data Division Map lists 
each index sequentially as /DX= 0001, 
/DX= 0002 and so on. You no longer have 
to count the INDEX CELLS yourself.] The 
displacement into the INDEX CELLS 
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That tugboat will pull you along alright, but it 
may never get you out of the water. 

The same applies when it comes to 
managing tables in your IBM™ mainframe 
applications. 

Only tableBASE"'allows you to manage 
your tables dynamically IN MEMORY, 
with ease and minimum overhead. With 
tableBASE you have complete control over 
your data and can reduce 1/0 and run-time in 
your applications by up to 95%. 

If you have that sinking feeling your 
applications should be performing better, try 
tableBASE. 

Call 1-800-267-0730 today for your free trial. 

We ~nage your tables 
1nmemory. 

TM 

tableBASE 
™tableBASE is a trademark of Data Kinetics, Ottawa, Canada K IS 3KS 

'™IBM is a registered trademark of International Business Machines 
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where the index value begins can be cal
culated by subtracting one from the se
quential index number and multiplying 
by four. 

BL Cells [Base Locators For 
WORKING-STORAGE, Base 
Locators For Files] 

Each BL cell is a fullword that contains 
the address of either a record in a file or 
a part of WORKING-STORAGE. The 
pointers to records appear first. Following 
them is one BL cell for each 4096 bytes 
of WORKING-STORAGE that the pro
gram contains. [One set of Base Locator 
cells is now used for files and another for 
WORKING-STORAGE. File cells are in
dicated in the Data Division Map as BLF 
and WORKING-STORAGE cells as BLW.] 

To find any field in WORKING-STOR
AGE at the time of an ABEND, locate 
the field in question in the Data Division 
Map and find its BL cell li sted next to it. 
Find the appropriate BL cell in the TGT 
(remembering that each BL cell takes up 
four bytes). Add its value to the displace
ment of the field li sted in the Data Divi
sion Map. 

It is a common misconception that the 
registers at the time of the ABEND al
ways point to the DATA DIVISION field 
or fields that caused the problem . While 
the registers often point to the DATA DI
VISION fields causing the ABEND (but 
not always since fields are sometimes 
moved into work areas - see TEMPO
RARY STORAGE below), they certainly 
do not always point to all the various fields 
in WORKING-STORAGE and the FILE 
SECTION that a programmer might have 
to examine. The BL cells can be used to 
find any field in WORKING-STORAGE. 

BLL Cells [Base Locators For 
LINKAGE-SECTION] 

The BLL cells are similar to the BL 
cells . Each is a fullword address. The ma
jor difference is that while BL ce ll s refer 
to WORKING-STORAGE and the FILE 
SECTION, BLL cells refer to areas in the 
LINKAGE SECTION. The first two are 
reserved for COBOL's internal use. [Only 
the first BLL cell is reserved for COBOL.; s 
internal use.] The first cell is used for 
declaratives associated with label proc
essing and the second for a sort work area . 
The first BLL cell used in the program 
will therefore be referred to as BLL = 3 
in the Data Division Map. [The first BLL 
cell in the Data Division Map is 
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FIGURE 1 
MEMORY MAP 

TGT 004C8 

LITERAL POOL (HEX) 

SAVE AREA 
SWITCH 
TALLY 
SORT SAVE 
ENTRY-SAVE 
SORT CORE SIZE 
RETCODE 
SORT RET 
WORKING CELLS 
SORT FILE SIZE 
SORT MODE SIZE 
PGT-VN TBL 
TGT-VN TBL 
RESERVED 
LENGTH OF VN TBL 
LABEL RET 
RESERVED 
DBG R14SAVE 
COBOL INDICATOR 
A(INIT1) 
DEBUG TABLE PTR 
SUBCOM PTR 
SORT-MESSAGE 
SYSOUT DDNAME 
RESERVED 
COBOL ID 
COMPILED POINTER 
COUNT TABLE ADDRESS 
RESERVED 
DBG R11SAVE 
COUNT CHAIN ADDRESS 
PRBL 1 CELL PTR 
RESEVED 
TA LENGTH 
RESERVED 
PCS LIT PTR 
DEBUGGING 
CD FOR INITIAL INPUT 
OVERFLOW CELLS 
BL CELLS 
DECBADR CELLS 
FIB CELLS 
TEMP STORAGE 
TEMP STORAGE-2 
TEMP STORAGE-3 
TEMP STORAGE-4 
BLL CELLS 
VLC CELLS 
SBL CELLS 
INDEX CELLS 
SUBADR CELLS 
ONCTLCELLS 
PFMCTL CELLS 
PFMSAV CELLS 
VN CELLS 
SAVE AREA = 2 
SAVE AREA =3 
XSASW CELLS 
XSACELLS 
PARAM CELLS 
RPTSAVAREA 
CHECKPTCTR 

007CO (LIT +O) 0001005C 002C1000 00001COO 
007D8 (LIT+ 24) 5C5C5C5C 00481400 00001 COO 

DISPLAY LITERALS (BCD) 

007E8 (LTL+40) 

PGT 

DEBUG LINKAGE AREA 
OVERFLOW CELLS 
VIRTUAL CELLS 
VIRTUAL EBCDIC NAMES 
PROCEDURE NAME CELLS 
GENERATED NAME CELLS 
DCB ADDRESS CELLS 
VNICELLS 

004C8 
00510 
00514 
00518 
0051C 
00520 
00524 
00526 
00528 
00658 
0065C 
00660 
00664 
00668 
0066C 
0066E 
0066F 
00670 
00674 
00678 
0067C 
00680 
00684 
0068C 
0068D 
0068E 
00690 
00694 
00698 
006AO 
006A4 
006A8 
006AC 
006B1 
006B4 
006BC 
006CO 
006C4 
006C8 
006C8 
006DC 
006DC 
006E8 
006FO 
006F8 
006F8 
006F8 
00710 
00714 
00714 
0071C 
0071C 
0071C 
0071C 
0071C 
0071C 
0071C 
00728 
00728 
00728 
00728 
00728 

00008000 
00000001 

00728 

00728 
00728 
0072C 
00758 
007BO 
007BO 
007B8 
007CO 

00004000 00000050 
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BLL = 0001, relative to zero .] In Com
mand Level CICS, BLL 3 points to the 
EIB, BLL 4 to the COMMAREA and 
BLL 5 points to itself. 

Using the addresses in the BLL cells is 
similar to using BL cells. The appropriate 
BLL cell is located in the TGT and its 
value is added to the displacement of a 
field you want to find. A BLL cell with 
a value of zero indicates a parameter that 
had not been passed to the program (in 
batch) or a cell that had not been initial
ized (in CICS) . When fields referred to in 
a program use a BLL cell that has a value 
of zero, an OC4 program check will likely 
occur. In CICS where initializing BLL 
cells is the responsibility of the program
mer, improper values in BLL cells fre
quently cause storage violations and OC4s. 
[initializing BLL cells is no longer the re
sponsibility of the programmer in COBOL 
ll.] Programmers often do not realize that 
a BLL cell is required for each 0 I level 
defined in the LINKAGE SECTION and 
an additional BLL cell is required for each 
4096 bytes that an 01 level requires after 
the first 4096 bytes. 

TEMP STORAGE 
[TEMPORARY STORAGE] 

These four temporary storage areas are 
used by COBOL as internal work areas 
in which to hold and manipulate data . 
TEMP STORAGE is used for arithmetic 
calculations. Some examples of TEMP 
STORAGE usage are when two fields with 
different amounts of decimal places are 
added together, when calculations are 
done with fields that have different usage 
modes (COMP and COMP-3) or when 
calculations are done using display nu
meric fields . 

TEMP STORAGE-2 is used for editing 
data and manipulation of non-arithmetic 
data (for example, when a numeric field 
is moved to a numeric edited field or when 
a STRING statement is executed) . [TEM
PORARY STORAGE-2 is used to process 
the data that had been processed in both 
TEMP STORAGE and TEMP STORAGE-
2 .] TEMP STORAGE-3 is rarely used . It 
is used to align synchronized numeric 
fields. [TEMPORARY STORAGE-3 is now 
used to hold the parameter addresses when 
a CALL is executed. The parameter ad
dresses had been placed in the PARAM 
CELLS of the VS COBOL TGT.] When 
a SEARCH ALL appears in a COBOL 
program, TEMP STORAGE-4 is used . 
[TEMPORARY STORAGE-1 is used for 
SEARCH ALL processing .] 

The temporary storage fields often come 
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LITERALS 007CO 
DISPLAY LITERALS 007E8 
PROCEDURE BLOCK CELLS 007EC 

REGISTER ASSIGNMENT 

REG 6 BL =5 
REG7 BL =4 
REGS BLL =4 

WORKING-STORAGE STARTS AT LOCATION OOOAO FOR A LENGTH OF OOOAO. 

into play when a dump occurs. For in
stance, if fields defined as display nu
meric are added together and one is not 
numeric, the OC7 program check that oc-

curs will not point to the non-numeric field 
in the DATA DIVISION. The fields will 
have been PACKed into temporary stor
age (which never causes a data excep-

.·:~ ......... .... .... .. .. ..... ..... ~ :~ .. ~: ~~- .. .. ... ...... ... .. ....... .. . 
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u 
Right now. In 1989. Thanks to MHtran-2, 
there's no reason to put it off any longer. 

MHtran-2 translates your OS/VS COBOL programs faster and easier than you 
ever thought possible ... 

• Supports COBOL '85 
• Supports Panvalet°El, Librarian " , IDMS"", IMS"'', and more 

• Exception Flag TM review system ensures accuracy 

• On-line migration data base for better management control 

• Menu-driven operation for maximum productivity 

• Easy installation: 60 minutes , no IPL, no SVC 

... plus total support . From initial planning right down to the last conversion , 
our MHtran-2 technicians are just a phone call away. They ' ll answer your ques
tions . Give you time -saving, money-saving advice. Help you get the most out 
of MHtran-2 every step of the way. 

So why wait? With MHtran-2 there will never be a better time to make the move 
to COBOL II. 

Call 201 -934-0022 for your free 30-day trial. [,;jjjjl 

MHtran-2 t~ 
YOUR COBOL II TRANSLATION SOLUTION 
PRINCE SOFTWARE PRODUCTS P.O. BOX 804 MAHWAH. NEW JERSEY 07430 201-934-0022 
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TGT 
FCB00001 
FCB00002 
DCB00003 
FCB00003 
DCB00004 
FCB00004 
DECLVECT 
FWA00001 
FWA00002 
WRK-STOR 
SPEC-REG 

F I G U R E 2 

... TGT MEMORY MAP *** 
TGTLOC 

000000 
000048 
000050 
000051 
000054 
000058 
00005C 
000060 
000064 
000068 
00006C 
000070 
000074 
000078 
00007A 
00007C 
00007E 
000080 
000088 
000089 
00008A 
000090 
000094 
000098 
OOOOAO 
OOOOA8 
OOOOAC 
OOOOEO 
OOOOE4 
OOOOE8 
OOOOEC 
OOOOF8 
OOOOFC 
000100 
000104 
000108 
00010C 
000110 
000114 

72 BYTE SAVE AREA 
TGT IDENTIFIER 
TGT LEVEL INDICATOR 
RESERVED - 3 SINGLE BYTE FIELDS 
32 BIT SWITCH 
POINTER TO RUNCOM 
POINTER TO COBVEC 
POINTER TO PROGRAM DYNAMIC BLOCK TABLE 
NUMBER OF FCBs 
WORKING STORAGE LENGTH 
POINTER TO PREVIOUS TGT IN TGT CHAIN 
ADDRESS OF IGZESMG WORK AREA 
ADDRESS OF 1 ST GETMAIN BLOCK (SPACE MGR) 
FULLWORD RETURN CODE 
RETURN CODE SPECIAL REGISTER 
SORT·RETURN SPECIAL REGISTER 
MERGE FILE NUMBER 
RESERVED - 4 HALFWORD FIELDS 
PROGRAM MASK OF CALLER OF THIS PROGRAM 
PROGRAM MASK USED BY THIS PROGRAM 
RESERVED - 6 SINGLE BYTE FIELDS 
LENGTH OF THE VN(VNI) VECTOR 
ADDRESS OF IGZEBST TERMINATION ROUTINE 
DDNAME FOR DISPLAY OUTPUT 
SORT-CONTROL SPECIAL REGISTER 
POINTER TO COM·REG SPECIAL REGISTER 
CALC ROUTINE REGISTER SAVE AREA 
ALTERNATE COLLATING SEQUENCE TABLE PTR. 
ADDRESS OF SORT G.N. ADDRESS BLOCK 
ADDRESS OF IGZCLNK DYNAMIC WORK AREA 
RESERVED 
POINTER TO ABEND INFORMATION TABLE 
POINTER TO FDMP/TEST FIELDS IN THE TGT 
ADDRESS OF START OF COBOL PROGRAM 
POINTER TO VNs IN CGT 
POINTER TO VNs IN TGT 
POINTER TO FIRST PBL IN THE PGT 
POINTER TO FIRST FCB CELL 
WORKING STORAGE ADDRESS 

*** VARIABLE PORTION OF TGT *** 

000118 
000120 
000128 
00012C 
00013C 
00014C 
000154 
00015C 
000164 
00016C 
000180 

BACKSTORE CELL FOR SYMBOLIC REGISTERS 
BASE LOCATORS FOR SPECIAL REGISTERS 
BASE LOCATORS FOR WORKING-STORAGE 
BASE LOCATORS FOR LINKAGE-SECTION 
BASE LOCATORS FOR FILES 
VARIABLE NAME (VN) CELLS 
INDEX CELLS 
VARIABLE LENGTH CELLS 
ODO SAVE CELLS 
FCB CELLS 
TEMPORARY STORAGE-2 

WILL BE ALLOCATED FOR 00000198 BYTES 
WILL BE ALLOCATED FOR 00000100 BYTES 
WILL BE ALLOCATED FOR 00000100 BYTES 
WILL BE ALLOCATED FOR 00000060 BYTES 
WILL BE ALLOCATED FOR 00000100 BYTES 
WILL BE ALLOCATED FOR 00000060 BYTES 
WILL BE ALLOCATED FOR 00000100 BYTES 
WILL BE ALLOCATED FOR 00000050 BYTES 
WILL BE ALLOCATED FOR 00000050 BYTES 
WILL BE ALLOCATED FOR 00000050 BYTES 
WILL BE ALLOCATED FOR OOOOOOBO BYTES 
WILL BE ALLOCATED FOR 00000031 BYTES 

CONSTANT GLOBAL TABLE FOR DYNAMIC STORAGE INITIALIZATION AT LOCATION 0006A8 

INITD CODE FOR DYNAMIC STORAGE INITIALIZATION BEGINS AT LOCATION OOOD18 FOR LENGTH 
00019A 

tion). A temporary storage field will be 
in use at the time that the fields are added 
together and the ABEND occurs. 

ABEND. In the PMAP temporary storage 
fields are shown as TS= x, TS2 = x, 
TS3 = x and TS4 = x where x is the dis
placement (relative to 1) into the tempo
rary storage area. [In the Procedure Map 
temporary storage fields are indicated as 
TS! =x, TS2 =x, TS3 =x and TS4 =x 

Knowledge of the way temporary stor
age fields are used enables a programmer 
to more easily follow a Procedure Map 
and resolve the problems causing an 

where x is the displacement (relative to 
0) into the temporary storage area.] 

VLC [Variable-Length Cells] 

Fields in the DATA DIVISION that are 
defined with the OCCURS . . . DE
PENDING ON clause are variable in 
length . At the time of an ABEND it may 
be of value to detennine the current length 
of one of these fields . Each VLC contains 
the length of one variable-length field in 
a program. Every cell is a halfword in 
length since an elementary field may be 
up to 32K. [Each cell is a fullword since 
an elementary field may be up to I 6MB .] 
The cells are in the same order as the 
OCCURS . . . DEPENDING ON fields 
are in the DATA DIVISION. 

Save Area [72-Byte Save Area] 

Although COBOL's Save Area can 
often be found elsewhere in a dump and 
COBOL programmers normally are not 
concerned with it, it should be noted that 
the SAVE AREA is the first field in the 
TGT. In storage, the TGT directly follows 
WORKING-STORAGE. [The TGT does 
not directly follow WORKING-STORAGE 
in COBOL II.] If the end boundary of 
WORKING-STORAGE is inadvertently 
exceeded, the SAVE AREA is the first 
area to get overlaid. The overlay is pos
sible when a subscripting or indexing 
problem occurs, particularly when the 
problem occurs in a table defined near the 
end of WORKING-STORAGE. If this 
happens, many types of ABENDs can oc
cur after the program issues a GOBACK 
or a STOP RUN to finish processing . I 
have seen it happen a number of times 
and it is a valuable piece of information 
to keep in mind whenever an ABEND 
occurs after a program seemed to have 
completed. If you think this situation 
has happened , inspect the SAVE AREA 
(and perhaps the fields following it as 
well) and carefully examine the data . 
Determine if it might contain informa
tion that actually belongs in WORKING
STORAGE. 

FIB Cells [FCB Cells] 

A File Information Block (FIB) exists 
for each VSAM file in use by a COBOL 
program. When a program begins exe
cution, each FIB cell points to an FIB that 
was made part of the COBOL program 
during compilation. As each file is opened, 
a File Control Block (FCB) is con
structed. Its address overlays the corre
sponding FIB address in the TGT. It is 
easy to distinguish whether an FIB cell is 
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PS 
Tames The f ungle 
of MVS Network 
Printer Support 

VPS has been used to replace other products, 
such as: IBM's 328x/ADMPRINT/DSPrint, 
CICS supported printing, SASWTR®, RJE and 
many others, with a single task to drive all 
your 3270 family printers directly from the 
JES spool (including cross domain VTAM 
printers). 

1700 Sites use VPS as their shop 
standard 3270 family printer driver. 

Printers supported include the full array 
of 3174/3274 attached printers, including 
IPDS support for 42x4 's, HP and Xerox 
lasers, plotters and PC printers . 

VPS runs as a VTAM application. NO sys
tem modifications. NO JES maintenance. 

Automatic forms control, full FCB sup
port, dial-up PC printers, printer pooling 
and "hot" printers are all supported. 

Full screen "!SPF-like" command inter
faces for CICS, TSO and ROSCOE® permit 
end-user control of printers with totally 
menu driven command entry. 

Call or write for more information, or to 
arrange for a FREE TRIAL 

ATTENTION: Marketing Department 

Specializing in Computer Systems Software 
2387 West Monroe 

Springfield, Illinois 62 704 
(217) 793-3800 • Fax (217) 787-3286 

® SASWTR is a registe red trademark of SAS Institute, Inc., Cary, N .C. 
® ROSCOE is a registered trademark of Applied Data Research, Inc. 
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F I 6 U B E 3 
••• TGT MEMORY MAP ••• 

PGMLOC TGTLOC 

000648 000000 72 BYTE SAVE AREA 
000690 000048 TGT IDENTIFIER 
000698 000050 TGT LEVEL INDICATOR 
000699 000051 RESERVED - 3 SINGLE BYTE FIELDS 
00069C 000054 32 BIT SWITCH 
0006AO 000058 POINTER TO RUNCOM 
0006A4 00005C POINTER TO COBVEC 
0006A8 000060 POINTER TO PROGRAM DYNAMIC BLOCK TABLE 
0006AC 000064 NUMBER OF FCBs 
000680 000068 WORKING STORAGE LENGTH 
000684 00006C POINTER TO PREVIOUS TGT IN TGT CHAIN 
000688 000070 ADDRESS OF IGZESMG WORK AREA 
0006BC 000074 ADDRESS OF 1 ST GETMAIN BLOCK (SPACE MGR) 
0006CO 000078 FULLWORD RETURN CODE 
0006C2 00007A RETURN CODE SPECIAL REGISTER 
0006C4 00007C SORT-RETURN SPECIAL REGISTER 
0006C6 00007E MERGE FILE NUMBER 
0006C8 000080 RESERVED - 4 HALFWORD FIELDS 
000600 000088 PROGRAM MASK OF CALLER OF THIS PROGRAM 
0006D1 000089 PROGRAM MASK USED BY THIS PROGRAM 
000602 00008A RESERVED - 6 SINGLE BYTE FIELDS 
000608 000090 LENGTH OF THE VN(VNI) VECTOR 
0006DC 000094 ADDRESS OF IGZEBST TERMINATION ROUTINE 
0006EO 000098 DDNAME FOR DISPLAY OUTPUT 
0006E8 OOOOAO SORT-CONTROL SPECIAL REGISTER 
0006FO OOOOA8 POINTER TO COM-REG SPECIAL REGISTER 
0006F4 OOOOAC CALC ROUTINE REGISTER SAVE AREA 
000728 OOOOEO ALTERNATE COLLATING SEQUENCE TABLE PTR. 
00072C OOOOE4 ADDRESS OF SORT G.N. ADDRESS BLOCK 
000730 OOOOE8 ADDRESS OF IGZCLNK DYNAMIC WORK AREA 
000734 OOOOEC RESERVED 
000740 OOOOF8 POINTER TO ABEND INFORMATION TABLE 
000744 OOOOFC POINTER TO FDMP/TEST FIELDS IN THE TGT 
000748 000100 ADDRESS OF START OF COBOL PROGRAM 
00074C 000104 POINTER TO VNs IN CGT 
000750 000108 POINTER TO VNs IN TGT 
000754 00010C POINTER TO FIRST PBL IN THE PGT 
000758 000110 POINTER TO FIRST FCB CELL 
00075C 000114 WORKING STORAGE ADDRESS 

••• VARIABLE PORTION OF TGT ••• 

000760 000118 BACKSTORE CELL FOR SYMBOLIC REGISTERS 
000768 000120 BASE LOCATORS FOR SPECIAL REGISTERS 
ooono 000128 BASE LOCATORS FOR WORKING-STORAGE 
ooon4 00012C BASE LOCATORS FOR LINKAGE-SECTION 
000784 00013C BASE LOCATORS FOR FILES 
000794 00014C VARIABLE NAME (VN) CELLS 
00079C 000154 INDEX CELLS 
0007A4 00015C VARIABLE LENGTH CELLS 
0007AC 000164 ODO SAVE CELLS 
000784 00016C FCBCELLS 
0007C8 000180 TEMPORARY STORAGE-2 

TGT LOCATED AT 000648 FOR 00000198 BYTES 
FCB00001 LOCATED AT 0007EO FOR 00000100 BYTES 
FCB00002 LOCATED AT 0008EO FOR 00000100 BYTES 
DCB00003 LOCATED AT 0009EO FOR 00000060 BYTES 
FCB00003 LOCATED AT OOOA40 FOR 00000100 BYTES 
DCB00004 LOCATED AT 000840 FOR 00000060 BYTES 
FCB00004 LOCATED AT OOOBAO FOR 00000100 BYTES 
DECLVECT LOCATED AT OOOCAO FOR 00000050 BYTES 
FWA00001 LOCATED AT OOOCFO FOR 00000050 BYTES 
FWA00002 LOCATED AT 000040 FOR 00000050 BYTES 
WRK-STOR LOCATED AT 000090 FOR OOOOOOBO BYTES 
SPEC-REG LOCATED AT OOOE40 FOR 00000031 BYTES 

pointing to an FIB or FCB . If the first 
byte pointed to by the address is an 'F,' it 
is pointing to an FCB; if it is an ' I,' it 
is an FIB . 

use by the program; it points to a list of 
four-byte addresses, one address pointing 
to each FCB . Each FCB begins with the 
constant 'FCB' and is followed by two 
bytes (alphanumeric) indicating the num
ber of the FCB . 

[Jn COBOL II FCBs and FIBs exist for 
both VSAM and non-VSAM files. In the 
listing of the fixed portion of the TGT you 
can find the NUMBER OF FCBs and the 
POINTER TO FIRST FCB CELL . The 
pointer indirectly points to the FCBs in 

Each FIB begins with the constant 
'FIB .' At a displacement of six bytes it 
contains the DDNAME of the file to which 
it pertains . The address of the FIB is in 

its associated FCB at a hexadecimal dis
placement of 'A4 .' ] 

At hexadecimal displacements of '60' 
and '63' in the FCB is extremely valuable 
information concerning VSAM errors in 
a COBOL program. At X '60' is the file 
status code from the last 110 regardless 
of whether or not a program requested the 
file status with a FILE STATUS clause in 
the SELECT. [Additional error informa
tion is now available in the extended 
VSAM feedback area in the file status . In 
addition to the two-byte file status that 
was previously used, a six-byte VSAM 
status is available . The information con
sists of three, two-byte binary fields and 
is only filled in when the file status is not 
zero. The first two bytes contain the VSAM 
return code (Register 15). When the re
turn code is not zero, the next two fields 
are filled in . They contain the VSAM func
tion code and the feedback code.] 

At X'63 ' is error information not nor
mally available to a COBOL programmer, 
the error code from the VSAM Access 
Control Block (ACB) if an OPEN or 
CLOSE was just done or the feedback 
code from the YSAM Request Parameter 
List (RPL) on all other YSAM 1/0. [If all 
the detailed information of the VSAM RPL 
is needed, the FCB (hexadecimal dis
placement 'AB' ) points to a work area 
called GM AREA . GMAREA contains the 
address of two RPLs (displacements 'JA' 
and 'IE' ). The first RPL is used for read/ 
write access while the second RPL is used 
for read/only access .] 

DCB Address Cells in the 
Program Global Table (PGT) 
[DCB Locations listed after 
the TGT] 

While the Data Control Block (DCB) 
cannot be located through the TGT, this 
article would seem incomplete without 
showing how to find it. When information 
relating to a non-YSAM file is required, 
the DCB contains important information 
such as the record format, record length, 
blocksize, number of buffers and the re
cord address of the current record . 

The current record can also be found 
using the BL cells. [The current record 
can also be found using the BLF cells . 
The address of the current record for 
either VSAM or non-VSAM files also can 
be found in the FCB at a hexadecimal 
displacement of 'AC'.] 

Each DCB ADDRESS CELL is a full
word . The DCB addresses appear in the 

See TGT page 94 
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Change Management In 
The DB2 Environment 

N
ow that the dust has settled, it is 
clear that DB2 is the DBMS of the 
future, at least of IBM's foresee

able future. It is already a highly suc
cessful product installed in thousands of 
sites with the number of installed sites 
doubling in just the last year. IBM has 
placed a strategic emphasis on the rela
tional DBMS approach by including DB2 
and its Structured Query Language (SQL) 
as key components of the SAA direction. 
While the technology provides a great 
many advantages in the areas of data 
transparency, programmer productivity 
and general information distribution, the 
implementation of relational technology 
through DB2 and SQL have brought to 
the data processing world a number of 
added challenges, especially in the areas 
of managing and controlling change to 
DB2/SQL applications . 

One of the primary strengths of the re
lational approach is the ability to structure 
a query for data without knowledge of or 
concern for the underlying physical struc
ture within which the data resides. When 
correctly coded, a request should produce 
accurate information, regardless of the 
database search path used to obtain that 
information. And , for the most part, this 
is the case with SQL requests issued 
against DB2 databases . However, the ac
tual access path used within the DB2 da
tabase does have serious ramifications with 
regard to the performance of the request. 

When relational technology is being 
used for ad hoc query, requests can be 
dynamically interpreted at run time by the 
DBMS or the run-time query environment 
to determine the optimal path through the 
database . This way, the cost of up-front 
logic for figuring out an optimal path is 
traded against the performance nightmare 
of having to search an entire database for 
an accurate answer to a request. 
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DB2 contains some sophisticated logic 
for determining the optimal path through 
the database. During interactive requests 
against DB2 databases, the SQL is inter
preted during request execution to deter
mine the optimal path through the data
base. This interpretation process is time 
well spent, resulting in adequate perform
ance and resource consumption during ad 
hoc query execution. However, when DB2 
is used as a production, transaction-dri
ven DBMS, some unexpected complica
tions arise . 

In general, performance and resource 
consumption issues become much more 
critical within production, transaction
driven applications regardless of the data 
structures accessed by those applications . 
To make DB2 perform as a production 
database, it makes little sense to interpret 
and optimize each SQL request as it is 
encountered. The procedure would sim
ply result in too much overhead during 
execution to be even remotely acceptable 
in a production application. To resolve this 
issue, IBM took the approach of the pre
execution bind, essentially a process that 
optimizes the database access statements 
in advance, producing an executable form 
of the SQL. At run time, this executable 
SQL is used to perform the database ac
cess, providing improved production ex
ecution performance . 

What Are the DB2 Change 
Management Problems? 

When a DB2 program is compiled, it 
first goes through a preprocessor. The pre
processor extracts the SQL statements, 
using them to build a Database Request 
Module (DBRM) which it then stores in 
a separate PDS . It also time stamps both 
the program and the DBRM . The pro
gram is then compiled and link-edited into 
a load module, carrying the time stamp 

through this process. Before the program 
can actually be executed, its DBRM must 
go through the bind process . The bind does 
a number of things, including validation 
of the SQL syntax . Ultimately it produces 
or causes the update of an application plan 
containing the optimized SQL execution 
code path and the resolution of the rela
tionships between the SQL statements and 
the database. The plan is then stored in 
the DB2 catalog . The DBRM time stamp 
for the program within the plan is carried 
into the DB2 catalog as well. Figure 1 
illustrates this process . 

To some extent, the application plan 
shields the programs from certain data
base changes. For instance, if the data
base structure is altered in certain ways 
(such as the elimination of an index) a 
plan is dynamically rebound when a pro
gram executing with it runs. This length
ens the execution time for that one pro
gram but re-creates the executable form 
of the database access path for future ex
ecutions. Program changes, on the other 
hand, are not so easily reconciled. 

When an SQL program is executed, the 
corresponding application plan must be 
identified . DB2 ensures that the program 
and the associated plan are synchronized 
by comparing the time stamp for the pro
gram's DBRM in the application plan with 
the time stamp in the program. If the pro
gram time stamp is newer than the DBRM 
time stamp , the program will fail at run 
time. Consequently, if a program partic
ipating in a plan changes and needs to 
be recompiled, its DBRM must also be 
rebound . 

To make matters more complicated, a 
program can participate in any number of 
application plans . Theoretically, a change 
to a single program could necessitate the 
rebinding of a number of plans. So, while 
the performance of production SQL ap-
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082 Preprocessor 

Expanded source is 
processed, eventually 
producing an executable 

load module ~~~~~~:i. 
Expanded 
Source 

Standard Compile 
or assembly 

Object 
Library 

Linkage Edit 

Executable form 
of program, 
including time 
stamp 

plications is greatly enhanced by virtue of 
the executable access to the database 
structure in the form of the application 
plan and while database changes can often 
be made independently without signifi
cantly affecting program execution, the 
management of change in the 082 pro
duction application environment is made 
significantly more complex. 

New Technology, Old Change 
Management Issues 
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The change management issues in the 
082 environment are really not very dif
ferent from those encountered while trying 
to manage the change and distribution of 
any large, complicated application with 
independently constructed parts . Change 
to individual parts must be controlled and 
tracked to ensure accountability for and 
auditability of change . Transformation of 
source to its executable form(s) needs to 
be controlled to ensure that what is exe
cuting is definitely tied to the source from 
which it was created . And the impact of 
changes to related parts must be accu
rately identified, both to determine the en
tire effect of a seemingly innocuous 
change and to successfully implement, 
migrate, release and distribute production 

"Object" form of SOL 
requests placed in 
DBRM library 

08RM 

082 Catalog 082 

08RM Application "Executable" form 
Table Plan Table of SOL request$ 

bound into m § Application Plan 
in DB2 Catalog, 

• including DBRM 
.__ _______ _.time stamp 

application changes . 
The issues raised by the 082 bind 

process are no more complex than those 
presented by the traditional data process
ing environment, an example being those 
caused by link-edited load modules . As 
with the bind process , the linkage-editing 
process takes a number of outputs from 
different transformation processes (com
piles or assemblies) and combines them 
to form an executable entity. Since a sin
gle program object module can be linked 
into any number of load modules, a change 
to a component part (an object module) 
contained in multiple load modules gen
erally requires the re-linkage of all of the 
affected load modules . Unfortunately, as 
with the 082 bind process, there are no 
native tools which provide the informa
tion required to adequately control change 
to this relatively complex structure. 

In effect, the 082 pre-execution bind 
has simply caused us to re-visit a change 
management issue that has been with us 
for some time. And the construct bringing 
this issue to the forefront today has not 
replaced older constructs, but rather, is 
being used in conjunction with them, add
ing significantly to the complexity of 
managing and controlling application 

change to 082 production applications . 
Additionally, many of the processes in
volved in changing 082 applications can 
be performed on-line, have no retained 
source form when performed on-line and 
take effect immediately. 

What Are The Solutions? 

There are several solutions to the change 
management problems inherent in the 082 
applications development environment. 
Many of these solutions are provided by 
currently available change management 
techniques and methodologies . By per
forming functions over which there is cur
rently no control under the auspices of an 
automated change control and manage
ment system, regardless of whether they 
are unique 082 functions or traditional 
functions, most of the problems we cur
rently encounter can be resolved. 

A complete solution to the manage
ment of link-edited load modules starts 
with control of the program source from 
which they are created . If a control meth
odology is used to manage all program 
source, control the creation of the outputs 
from that source and force those outputs 
to refer back to the exact source ver
sion(s) from which they were created, then 
it is possible to accurately track back from 
a composite load module to all of the 
source modules from which it was created 
down to the exact source versions . If that 
same change management methodology 
is capable of dynamically capturing all of 
the configuration information from the 
output creation process (including all sub
ordinate structures complete with exact 
source version information for each sub
ordinate structure) then it is possible to 
determine the precise makeup of a partic
ular executable. The dynamic tracking of 
accurate component information, espe
cially if it is kept and tracked over time, 
has the added benefit of providing a pre
cise method of performing impact analy
sis on component changes . When a sub
ordinate structure changes , the impact of 
that change is immediately obvious - and 
immediately addressable . 

Now apply this methodology to the 082 
bind. The bind subcommand that controls 
the critical process of building and main
taining application plans can be issued 
through 082 Interactive (0821) or from 
TSO through the OSN processor. If this 
process is performed on an ad hoc basis, 
as its execution methods encourage , the 
window of opportunity for the destruction 
of a production application , even with ap
propriate security in place, is large . If in-
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stead , the process of creating and main
taining DB2 applications from source 
change through both the bind and linkage
edit processes is performed under the aus
pices of an automated change manage
ment system, the synchronization prob
lems that can be caused by DB2 's 
requirement for a pre-execution bind can 
be minimized or even eliminated . 

To control this process , it is critical that 
the individual changes being made to the 
initial source be tracked and that these 
changes trigger the process of output cre
ation. It is not sufficient that the process 
simply be triggered . The preprocessing of 
SQL programs must be done under the 
control of a change management system 
not just to ensure that the outputs are ac
tually being created from the controlled 
source through the controlled process , but 
also to allow that process to stamp the 
outputs to refer back to the precise ver
sion of the source from which they were 
created. Additionally, both the linkage-edit 
process that creates the load module and 
the bind process that creates the execut
able form of the database access state
ments should be performed under the aus
pices of the change management system. 

R E 2 
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OBRM Application 
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B Ploo,
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created during bind 
process -
able to be joined 
with 082 Catalog 

Only when source for these processes is 
stored and maintained (bind subcommand 
statements and linkage-editor control 
cards), can the processes be accurately re
created . And when this controlled source 
is used to automatically perform the proc
esses by which the executable forms are 
created, definitive ties back to the origi
nating source can be carried into the ul
timate executable forms (the load module 
and the DB2 application plan) regardless 
of their complexity. 

Within the DB2 structures , tying the 
DB2 catalog information back to the pro
gram source is easier said than done. IBM 
does not , for very good reasons , allow 
user modifications to the application plan 
and DBRM table structures themselves. 
The only way to physically tie into DB2 
catalog structures , such as the application 
plan and DBRM tables, is to create a table 
in the catalog extension containing the tie
back information along with a relational 
key into the DBRM and application plan 
tables as shown in Figure 2. This way 
the new table can be joined with the 
DBRM and application plan tables to pro
vide all the necessary cross-referencing 
information . 

Now consider the earlier problem stem
ming from the fact that a small program 
change may require the rebinding of the 
DBRM into any number of application 
plans - without any definitive way to 
know which ones require rebinding. When 
automatically controlled and maintained, 
both application plans and load modules 
contain information tying everything de
finitively back to the creating source mod
ules - making the process accurate and 
reliable . Simple cross-referencing can de
termine which plans may require rebind
ing due to out-of-date DBRMs and also 
which load modules require re-linking due 
to out-of-date subordinate components. In 
the DB2 environment where an out-of
sync condition between a program and its 
database access information can have de
layed execution implications, being able 
to use this information to control the re
binding process and being able to perform 
the re-bind from existing controlled source 
can significantly reduce the problems 
caused by the whole bind process. And 
because all of the information needed is 
available in a controlled environment, it 
can be used as the driving and controlling 
force behind DB2 application migrations. 

Bad News, Good News 

As usual, the implementation of a new 
technology in an old data processing world 
has brought us both bad news and good 
news . The bad news is that some prob
lems persist throughout the evolution of 
data processing and DBMS technology. 
The good news is that today there are 
technological solutions to these problems 
provided by systems that were not avail
able a couple of years ago . And, fortu
nately, these systems can resolve both the 
old problems and the new wrinkles . ~ 
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The Future Of 
Computer Center 

Automation 
I nformation technology evolves in one 

direction - from the simple to the 
complex. Computers started out sim

ple . They had no operating system; they 
processed a single program at a time and 
they required human intervention . How
ever, the speed of the CPU increased , 
high-speed tape units were added, oper
ating systems were introduced and direct 
access storage devices were added . Also, 
the operating systems became multi-task
ing: on-line processing was introduced and 
the users increased from one to a thou
sand simultaneous users. Computing 
quickly became complex. 

Although more complex , computer 
centers were based on a single large com
puter. Large computer centers might have 
had multiple computers that were inde
pendent or loosely coupled, but the con
cept remained the same . In the 1980s, thi s 
changed . The midrange, departmental 
computer became popular, the Personal 
Computer (PC) was introduced on a large 
scale and the multiple processor computer 
was introduced. The business case for 
choosing among these computers was dif
ferent and it became economical to do 
some applications on one type of com
puter rather than on another. 

Applications, such as spreadsheets and 
word processing , were easy to achieve on 
a PC and some applications, such as man
ufacturing systems, became easy to install 
on a midrange computer. More than ever, 
the selection of computers became a soft
ware decision rather than a hardware 
decision. 

When viewed in the context of natural 
evolution, the evolution of information 
technology from simple to complex and 
from single processor to multiple proc-
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essor is expected. In nature , organisms 
(both plant and animal) evolve from the 
simple to the complex and from single 
celled to multicelled . Computer evolu-

Computer center 

automation is 

achieved by 

systematically 

removing all 

manual computer 

center tasks 

and by replacing 

them with 

automation tools. 
tion is paralleling thi s pattern of natural 
evolution. 

As information technology becomes in
creasingly complex , there is a continuing 
need to look back and isolate obsolete 
technologies . There is a need to eliminate 
technologies that no longer fit into the en
vironment and that make moving forward 

difficult. On one hand, information tech
nology is becoming increasingly complex 
and, on the other, there is a need to look 
back and reduce this complexity by elim
inating technologies that no longer fit into 
the environment. 

Furthermore, as the technology moves 
forward, the opportunities for applying the 
technology increase . As a result, there are 
typically four or five opportunities to ap
ply the technology for every one that an 
organization can economically afford to 
implement. Under these circumstances, 
the strategy that seems to work best is to 
choose the path of least resistance. Im
plement the technologies that the organi
zation is receptive to or that are the easiest 
to implement and defer the others to a 
more opportune time. 

A basic understanding of these two 
concepts, the evolution of information 
technology from the simple to the com
plex and the strategy of implementing 
technology using the path of least resist
ance, makes it significantly easier to un
derstand the future direction of unat
tended computer center operation. 

Direction Of Computing 

There is a parallel between natural ev
olution and the evolution of information 
technology. In natural evolution, life be
gan as a single cell. The cells formed col
onies. The cells in the colony eventually 
formed a symbiotic relationship and some 
cells began to perform specialized func
tions . The cells merged into colonies and 
the colonies evolved into a complex multi
celled structure . 

The evolution of computing is paral
leling this process . Computers started out 
as small, single processing units and grew 
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into large complex mainframe computers. 
In addition, midrange computers such as 
the DEC VAX , the IBM Systems 36 and 
38 and the Hewlett Packard 3000 were 
introduced and these machines too grew 
in size and complexity. Finally, the PC 
and the workstation were introduced. 

as office automation, inventory manage
ment, manufacturing or scientific re
search . Furthermore, these computers are 
networked together into complex com
puting structures, similar to ·a network 
of cells . 

To better understand the future direc
tion of unattended computer center oper
ation , it is beneficial to look at the classes 
of computers and the communication net
works that tie them together. 
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As midrange and PCs became more 
prevalent, two things began to happen: 
specialization and networking. Many were 
dedicated to specialized applications such 
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Mainframe Computers 
In the 1960s, the first modern main

frame computers , the IBM 360s , were lit
tle more powerful than the PCs of today. 
They were relatively slow machines (less 
than one MIPS) and initially had little 
main memory (32K to 64K) . It was not 
until the IBM 370 class computer that 
computers routinely had memories in the 
range of a million bytes or more . 

Since the I 960s , mainframe computers 
have continuously grown in speed and ca
pacity from one generation to the next at 
a rate of about 100 percent. Probably the 
most significant aspect of this evolution 
is the increasing complexity of the com
puters. A computer became a network of 
computers. Specialized computers were 
used as control units for tape drives , for 
disk drives, for communications and for 
1/0 devices such as printers and termi
nals . All these devices are actually small 
processors in themselves. In fact , as the 
disk drive series evolved , the control units 
took on considerable specialization , in
cluding channel switching and cache 
memory. The computers not only became 
larger and faster, but also they became 
clusters of specialized computers . 

Finally in the 1980s , IBM popularized 
the concept of a central computer that 
consisted of multiple processors. Com
puters had two, three or four processors 
within the machine. This is obviously the 
future direction of mainframe computers. 
Mainframe computers are going to con
tinue to have more processors within a 
single box . The operating system makes 
these processors appear as a single image 
to the computer and to the application 
program. 

The mainframe computer, therefore , 
started as a simple processing unit that 
has evolved into an extremely complex 
machine composed of multiple special 
purpose processors contained within a 
single device . This single image device is 
networked to other computers either di
rectly attached to it or attached through a 
communications network . 

Departmental Computers 
The history of small business machines 

(commonly referred to as minicomputers 
or, more recently, departmental com
puters) is almost as old as the mainframe 
computer. The difference between the two 
is that technology has fostered the devel
opment of most business systems using 
large mainframe computers. It is only re
cently that a wealth of software has be
come available for the departmental com
puter. Furthermore, the cost of small 
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departmental computers has now declined 
to the point where it is cost effective to 
use them for applications previously re
stricted to the mainframe computer. 

The high capacity and relatively low 
cost of departmental computers seem to 
imply that this technology is evolving 
faster than the mainframe computer. In 
fact , most departmental computers , if not 
all, are designed exclusively for on-line 
processing while the common mainframe 
computers are essentially batch process
ors converted to on-line processing . As 
software systems become available for 
departmental computers, they are typi
cally superior in both cost and per
formance to comparable software on the 
mainframe computer. As a result , the de
partmental computer has experienced a 
surge in popularity over the last decade. 

However, most departmental com
puters are used essentially the same way 
as mainframe computers . A whole series 
of different applications are integrated to
gether into a single general purpose de
partmental computer. Few organizations 
have attempted to dedicate departmental 
computers to single application (payroll , 
accounts payable, purchasing and general 
ledger, for example). In almost all cases , 
the departmental computer is used as a 
small general purpose computer. 

The one notable exception is the man
ufacturing system. However, even here , 
a range of application systems runs within 
the manufacturing system shell on the 
same departmental computer (order entry, 
inventory, MRP, shop floor control and 
probably word processing and electronic 
mail), much the same as they do in main
frame-based manufacturing systems . 

It is not common for departmental 
computers to be dedicated to a single ap
plication and for multiple departmental 
computers to be tied together in a network 
passing information from one system to 
the next or one computer to the next. 
Although networking computers could 
provide distributed or decentralized ca
pabilities for specific departments , few 
organizations have attempted to do so. 
This is probably because of the pervasive 
mainframe attitude that exists within busi
ness computing and the difficulties in 
managing information that is distributed 
across multiple sites . 

However, as more organizations come 
to recognize that there is a wide variety 
of software available and that departmen
tal computers are cost effective , they are 
realizing that it is possible to have main
frame computing without mainframe 

computers. They are linking together 
many small departmental computers so 
that the organization has single image 
computing composed of many small com
puters . The if'•riguing aspect of this tactic 
is that it is p( .>sible to build this network 
without dis pl acing the mainframe com
puter. The mainframe computer can be a 
permanent part of the network or, even
tually, it can be phased out. But most 
likely, it will become a more or less equal 
partner in the network . 

The Personal Computer 
In the late 1970s and the early 1980s , 

a whole new class of computers was in
troduced: the PC. It has the power and 
capacity of the early mainframe com
puter, but it is designed as a personal 
computing workstation. The most com
mon applications for the PC are word 
processing , spreadsheets and small data
base applications. The PC is intended to 
satisfy the needs of individual workers. 

The PC created a new market. Sud
denly, people who had never thought of 
using computers were using the PC. Ap
plications were designed that were not cost 
effective on mainframe or departmental 
computers. Furthermore , after the initial 
introduction , the power and the capacity 
of the PC quickly doubled or tripled 
and then leveled off at a price/perform
ance ratio that organizations were pre
pared to pay. 

The power and the capacity of the PC 
expanded. As it expanded , the cost in
creased until the cost of the computer was 
no longer in synchronization with what a 
person was prepared to pay for a single 
workstation on a desk . As a result , the 
capacity of the machine leveled off. In
stead, a need developed for PCs to talk 
to each other, to talk to departmental 
computers and to talk to mainframe 
computers. 

The evolution of the PC shifted from 
increasing in size to adding features onto 
an existing platform . Boards became 
available to allow the PC to talk to the 
mainframe; networks were introduced to 
allow the PCs to talk to each other. Large 
capacity direct access devices became 
available and designated computers be
came file servers for other machines. A 
wealth of applications software became 
available . The typical PC owner would 
spend from 20 to 50 percent of the initial 
purchase price every year in order to add 
software and hardware features to the 
computer. 

Furthermore , PCs became front-end 

processors for the larger, more powerful 
departmental or mainframe computer. This 
caused organizations to end up with a hi 
erarchy of computers : the PC replacing 
the "dumb" terminal on the desk and the 
PC talking to the departmental computer 
with pass-through capabilities into a 
mainframe computer. 

Workstations 
The last class of computers is the work

station. The workstation is similar in many 
ways to the PC , except for its computing 
power. In some cases , workstations are in 
the one to three MIPS range - more 
powerful than some departmental com
puters and almost equivalent to the entry 
level mainframe computer. 

The workstation is designed to provide 
a tremendous amount of computing power 
to scientific and engineering applications 
or any application requiring a tremendous 
amount of computing but not requiring 
large amounts of 1/0 activity. In terms of 
architecture , the workstation is similar to 
the PC. However, in terms of processing 
capacity, it is similar to the mainframe. 

Workstations are used primarily in en
gineering and research where there is a 
need for large amounts of processing and 
little application software . They do not 
have complex , user-friendly operating 
systems and there is not a wealth of ap
plications software available . What they 
provide is sheer raw computing power at 
a reasonable price . Workstations have 
windowing capabilities similar to the Ap
ple Macintosh . However, because of the 
complex nature of the computer, they still 
are not as easy to use . Ease of use is usu
ally a feature of a proprietary operating 
system and not part of the computer itself. 

Workstations can either be stand-alone 
processors (diskless) or they can be file 
servers with large capacity disk storage 
units . In many cases , workstations are 
purchased without any disk capacity. They 
are networked together with one machine 
becoming a file server. The beauty of the 
workstation is the sheer computing power 
that is available at a relatively low cost. 

Communication Networks 
Computers have evolved into four lay

ers. Mainframe computers process work 
for hundreds to thousands of individual 
computer users and multi-purpose depart
mental computers service from JO to a 
100 computer users . PCs service a single 
person , but they are probably networked 
to a mainframe computer. Another layer 
is workstations that are high-powered 
computers servicing an individual and 
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networked to a file server. 
Each has a different price range and 

each satisfies a different market. Each has 
a different set of available software and, 
in many cases, there is a lot of overlap in 
capabilities between one level of machine 
and another. Some of the functions that 
can be done on a PC can be done on a 
mainframe and vice versa. All justifica
tion aside , once a computer is installed, 
there is an almost universal desire to com
municate with other computers. 

Most organizations have a complex 
computing environment consisting of 
multiple computers and multiple com
puter suppliers. What started out as a sin
gle computer has evolved into a network 
of computers. This network is providing 
information technology with the ability of 
having single-image computing across 
multiple computers . 

A computer user on the network , 
whether (s)he is using personal com
puters, workstations, departmental com
puters or mainframes, can access any
thing on the network . The objective of the 
network is to provide the computer user 
with access to an application system ir
respective of the location of the hardware 
platform. What is developing is a com
munity of computers similar to the com
plex collection of cells with the commu
nications network tying them together in 
the same way as the nervous system. 

Computer Center Automation 
Through the early 1980s, mainframe 

computing was the predominant form of 
computing . The common computer center 
had one or more large mainframe com
puters satisfying the requirements of 
hundreds or thousands of users. There was 
an economy of scale associated with this 
kind of processing. As the mainframe 
computers increased in speed and capac
ity in magnitudes of 100 percent at a time 
and as the storage capacity increased at a 
rate of 30 to 40 percent per year, it was 
not reasonable for the computer center to 
add staffing at the same rate . Further
more, the computer center operating en
vironment became more complex than it 
had ever been before . 

In order to reduce cost and human 
intervention and to improve the quality 
of computer center service, computer 
centers began to automate . The early au
tomation activities were limited to satis
fying specific needs such as tape manage
ment. It was difficult to manage thousands 
of tapes without some sort of assistance . 
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Computer job schedulers were added to 
control the increasing amount of work that 
was processed through the mainframe 
computer. A wealth of other utilities were 
added to the computer center to improve 
its operation. However, an overall theme 
for this automation was lacking. In the 
early to mid-1980s, that theme devel
oped: the concept of unattended computer 
center operation . 

Unattended computer center operation 
is achieved through the elimination of 
manual activities, implementation of a 
self-service approach to computing and by 
computer center automation. Computer 
center automation is based on installing 
three levels of software: 1) primary, 
2) secondary and 3) support software 
systems. 

The Primary Software Systems 
The primary computer center automa

tion software packages are the automation 
tools that directly interface with the com
puter. They consist of three software 
packages: 1) the automated computer job 
scheduler, 2) the automated console re
sponse system and 3) the electronic report 
distribution system. 

The Automated Computer 
Job Scheduler 

The automated computer job scheduler 
manages the routine, daily batch com
puter processing schedule. The objective 
of the computer job scheduler is to pro
vide computer center users with the abil
ity to change the routine schedule or to 
process ad hoc work without computer 
center intervention . Business organiza
tions purchasing a departmental or small 
business computer or a turnkey system 
need to make sure this is an integral func
tion of the operating software. 

The Automated Console 
Response System 

The automated console response sys
tem eliminates all routine interaction be
tween the computer operator and the com
puter. It is the tie that binds together most 
of the software packages used to achieve 
unattended computer operation. The au
tomated console response system is the 
new quality assurance manager. It im
proves the quality of the service of the 
computer center by eliminating the hu
man intervention between the applica
tions software systems and the computer 
and between the computer operation soft
ware and the computer. 

The Electronic Report 
Distribution System 

Electronic report distribution software 

manages and distributes hard-copy re
ports electronically. This software directs 
reports to a storage device rather than to 
a printer. Once on the storage device , it 
can be retained for a predefined period, 
viewed and, if necessary, printed under 
the control of an end user. This is not a 
substitute for on-line query, but it is an 
outstanding intermediate step . It gets the 
computer user to begin to think in terms 
of the information (s)he requires rather 
than in terms of reports. 

The Secondary Software Systems 
The automated computer job scheduler, 

the automated console response system 
and the electronic report distribution sys
tem are central to computer center auto
mation . However, at the next level , there 
are four additional software systems that 
work closely with the primary software: 
security software, automated rerun/recov
ery systems, automated computer moni
toring systems and automated problem 
notification. 

Security Systems 
Security software operates like an um

brella over all of the other computer au
tomation tools . Security software is a pre
requisite for a self-service computing 
environment. It enables users to access 
their information and software without in
terfering with the integrity of other users 
or without relying on central computer 
center administration . The most common 
security software is RACF from IBM and 
Top Secret from Computer Associates . 

Automated Rerun/Recovery 
Systems 

Rerun/recovery software enables the 
automatic restart of batch jobs without 
technical support , database or computer 
center personnel assistance. Automated 
batch job restart is crucial to unattended 
operation . It enables automatic house
keeping, so that the only intervention re
quired is to correct the problem and re
submit the job. 

Batch jobs are within the control of end 
users; reliance on computer cent.er staff 
for cleanup and restart is not consistent 
with the direction of computer center 
management. Software is available to 
handle these conditions and new appli
cations should be designed with this as a 
requirement. 

Automated System Monitors 
Interactive computer system monitors 

have been available for a long time. This 
software provides the technical services 
staff and computer operator with the abil
ity to interactively monitor the perform-
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ance of the computer system. Within the 
software, thresholds are set for computer 
performance and when exceeded , correc
tive actions can be taken . This software 
permits the computer operator to manage 
the operation of the computer. However, 
when the automated system monitor in
teracts with an automated console re
sponse system, conditions that exceed 
threshold can be automatically corrected 
through an automated response . The com
bination of the automated console re
sponse system and the automated system 
monitor offer the opportunity to automat
ically correct performance imbalances be
fore they impact the computer user. 

Automatic Problem Notification 
Security and environmental monitoring 

devices are available to monitor the vital 
aspects of the computer center in the ab
sence of computer room staff. Such 
equipment can recognize failing equip
ment or intrusions and phone designated 
staff on an exception basis using voice 
synthesizers. Furthermore, the devices can 
be queried by cautious or inquisitive man
agement. 

A similar device is available for com
puter systems . Messages are passed to a 
microcomputer-based system where they 
are logged and filtered . Messages that re
quire no action are ignored and those that 
are defined to the system initiate a phone 
call to on-call support personnel . In an 
unattended computer center, such a de
vice is indispensable for the correction of 
software failures that are sure to occur in 
even the best run computer center. 
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Support Software Systems 
Achieving unattended operation re

quires that the power of the computer be 
used to manage itself. For a couple of 
decades or more, information technology 
experts have been installing automation 
tools in the computer center to solve in
dependent problems. In addition to the 
primary and secondary software, there are 
many other areas where automation can 
be applied to the computer center. In some 
cases these tools will be installed, and in 
others they will need to be selected . 

On-line Data Entry Software 
Centralized data entry is an obsolete 

function. Studies indicate that only 48 
percent of the computer centers surveyed 
had a centralized data entry function . In 
1984, more than 90 percent of the com
puter centers had a data entry function, a 
decrease of almost half (42 percent) . On
line data entry software simulates the 
functionality of true on-line interactive 

software. It provides the same opportu
nity as on-line software to directly enter 
data. The edit and update facilities are not 
equal to those of custom on-line update 
systems, but the software usually pro
vides some logical editing (numerics, date 
ranges and so on). Furthermore, when on
line data entry software is used in con
junction with a report management sys
tem, it eliminates the need for hard copy 
error exception reports . 

Automated Report Balancing 
And Control 

Automate the report balancing process . 
Frequently, 10 or more years of effort are 
expended on the efficient design of ap
plication systems and little or no effort is 
spent on automating the balancing proc
ess . An entire processing stream will be 
halted for hours or even days waiting for 
computer users to review and balance their 
systems. Report balancing software should 
provide the ability for computer users to 
define balancing rules and to change them 
as necessary. It should automatically check 
and balance reports where required. 

Library Management 
Library management should be per

formed by the programming and technical 
support staff under the protection of a se
curity package . Programming and tech
nical support staff should move program 
modules into production libraries. Re
member that computer center librarians do 
not know what a new software module 
can do, only that the proper forms were 
provided and that they had proper au
thorization . Using the security system as 
the substitute for authorization , the com
puter center can allow programming and 
technical staffs to maintain their own 
libraries. The computer center can ef
fectively take advantage of the security 
system in the same way as computer 
center users. 

Disk Space Management 
One of the alternatives that is becoming 

more cost effective as a trade-off for tape 
processing is to substitute disk or direct 
access storage devices for tape as per
manent or temporary storage . As a result 
of these and other uses, the data stored 
on disk media is growing at a rate of 30 
percent or more a year. This growth pat
tern has resulted in the increased use of 
disk management software to ensure that 
sufficient disk space is available , that it 
is used efficiently and that its use is not 
dependent on human intervention . 

Disk Space Abend Software 
Disk space abend software stops 

''space-not-available ' ' DAS D abends 
during step initialization . These condi
tions are associated with disk space avail
ability and management and arise when 
the IBM operating system is not able to 
satisfy space allocations for a new data
set. These abends are found in the best 
run computer centers . Since they are not 
part of the programming staff's area of 
responsibility, recovery from these types 
of abend conditions can place a signifi
cant burden on computer center opera
tion, technical service or database staff. 

JCL Scan Utility 
JCL continues to be a labor-intense and 

error-prone activity. JCL is the source of 
a significant portion of the computer cen
ter' s interruptions and problems . Scan
ning JCL for syntax errors and/or con
formance with computer center standards 
should be part of building the computer 
center batch operation schedule, library 
maintenance and production and test job 
submission. Syntax checking is part of the 
operating system; some automated job 
schedulers include it as an integral part of 
their software and stand-alone software is 
available for scanning JCL. 

Tape Management Systems 
If the computer center has a large tape 

inventory, it is almost mandatory that the 
computer center needs to have a tape 
management system. Tape management 
software helps to improve reliability and 
reduce the direct labor associated with the 
use of this media. Furthermore , tape man
agement systems are valuable tools for 
isolating the use and reducing the inven
tory of tape volumes . They should reduce 
the labor associated with tape handling , 
improve the quality of the retention proc
ess and assist in identifying ways to re
duce tape usage . Tape is a data storage 
medium that is likely to be with us for a 
long time . Start reducing the inventory of 
tapes by no longer designing software 
systems that require tape as a processing 
medium. 

Tape Dataset Stacking Utility 
Tape dataset stacking software should 

be used in concert with tape management 
software . Statistics indicate that 80 per
cent of all tapes use only a few inches or 
feet of the tape reel. Furthermore, many 
tapes are backups used only in exception 
processing and many of these backups use 
only a fraction of a tape volume. Install 
software to stack multiple datasets on a 
single reel. By stacking these kinds of tape 
datasets, the computer center can reduce 
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the physical handling of tapes, reduce the 
volume of tape inventories , decrease off
site storage cost and improve cost con
tainment . Stacking datasets increases the 
access time to retrieve them , but there is 
a good chance that the tape will never be 
used again or, at worst , that it will be used 
infrequently. 

Direction Of Unattended 
Computer Operation 

Computer center automation is achieved 
by systematically removing all manual 
computer center tasks and by replacing 
them with automation tools. As a result 
of this direction, software suppliers are 
beginning to visualize automated com
puter center operation as a logical unit 
and they are attempting to draw these in
dividual software products together into a 
tightly integrated group of packages. Al
though integrated, the packages will con
tinue to be marketed separately. 

Software vendors are beginning to rec
ognize that a truly unattended computer 
must operate in a self-service mode. To 
achieve this, the functions of the auto
mation software packages need to be ex
ternalized, allowing the computer center 
user to enter data, schedule jobs, write 
programs, electronically distribute re
ports, administer security and query data . 
Furthermore , all of these functions are ac
complished under a security umbrella to 
ensure that staff members do not acciden
tally or intentionally interfere with the in
formation of another computer user. 

On one hand , there is a movement to
ward a single image computer center au
tomation tool as a result of a tighter in
tegration of the different software systems. 
On the other hand, central support organ
izations are disappearing and the func
tionality of the software systems is being 
extended to the end users of the computer 
center. However, despite all the progress 
in both of these areas, the main thrust of 
all computer center operations continues 
to be in managing functionality of the large 
mainframe computers. Departmental 
computers, workstations, PCs and net
works are being completely ignored. It is 
assumed that there is no need for auto
mation since there are so relatively few 
users of these computers. 

The problem is different from what is 
perceived by computer center manage
ment or software vendors. For example, 
an East Coast university has two large 
mainframe computers and 125 to 150 de
partmental computers. The total comput
ing capacity of these 125 to 150 com-

puters exceeds the total capacity of the 
two large mainframe computers. Further
more, the computing capacity of the PCs 
is equal to the total capacity of all the 
departmental computers and the large 
mainframe computers. 

It is not uncommon for organizations 
to have far more computing capacity in 
their network of departmental computers, 
workstations and PCs than they do in the 
computer center. On one hand , there is a 
drive to automate the computer center 
while, on the other hand , the departmen
tal computers, workstations and PCs are 
being completely ignored. Furthermore, 
PCs, workstations and departmental com
puters are being introduced with a tre
mendous amount of enthusiasm. The 
computer user sees a problem that can be 
solved. (S)he gets closely involved with 
the process and installs the computer with 
little or no additional staffing. 

However, after the computer is opera
tional , the user goes back to the primary 
job. As a result , the computer user justi
fies additional staff to operate the com
puter or oversee the network of PCs or 
workstations. The departmental computer 
is creating a small data processing de
partment. It starts out with one person , 
then two persons and then a manager. In 
effect, 125 to 150 departmental com
puters or networks can lead to the staffing 
of 250 to 350 people. This is more staff 
than would be required to manage the 
same amount of mainframe computing. 
The answer is not to go back to main
frame computing. The answer is to au
tomate departmental computers and PC 
networks . 

What is the new direction for computer 
center automation? The direction is to ex
ternalize the software packages installed 
on the mainframe onto a stand-alone com
puter. If it makes good business sense to 
schedule a single machine , then it makes 
equally good sense to be able to schedule 
across multiple computers. If it makes 
sense to have an automated operator on a 
central computer center, then it makes 
equally good sense to have an automated 
operator on the network managing mul
tiple computers. If it makes sense to have 
electronic report distribution for the cen
tral computer, then the same kind of re
port distribution should work across the 
network . 

The direction is to externalize the 
mainframe based software to a dedicated 
computer on the network. This computer 
interacts with the other computers by re
sponding to console messages , schedul-

ing batch jobs, starting the computer in 
the morning, shutting the computer down 
at night and doing routine backups . The 
stand-alone computer eliminates the op
erator interaction at each of the individual 
computers and incorporates it into a sin
gle central machine tied into the network . 

Achieving this objective will require a 
multi-phased approach. The first step is 
to externalize the functionality of the 
computer center operation software pack
ages. Initially, the direction calls for a 
tighter integration of this software into 
fewer software packages and then to ex
ternalize it onto a single computer. In the 
first phase , the computer will operate a~ 
a peer on a network of like computers. If 
the network is a network of YAX com
puters , then the computer will handle all 
of the interaction with a VAX. If it is a 
network of Hewlett-Packard or UNIX 
based computers, the computer will han
dle all Hewlett-Packard or UNIX based 
computers. 

In the next phase, the computer is able 
to do precisely the same thing with unlike 
vendors. Obviously, the differences be
tween dealing with a Unisys , a DEC, an 
IBM or a Hewlett-Packard computer and 
their proprietary operating systems is con
siderable. The level of complexity to 
manage computers across hardware ven
dors and software vendors is significantly 
more complex than dealing with a single 
vendor. 

The future of unattended operations is 
to eliminate all the manual operation 
functions from the departmental and low
end computers in the same way that those 
manual functions are eliminated from the 
mainframe computing center. Further, the 
next stage is to tightly integrate all the 
packages into a single image automation 
tool that is externalized from the main
frame onto a stand-alone computer. In this 
way, the same functionality can be pro
vided to all levels of computers: main
frame , departmental , workstation and PC. 
The future of unattended operation is un
attended network operation. ~ 
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By Sharon Hooper Martinez 

R elying on user libraries within the 
YSE/ICCF library file, IBM's In
teractive Computing and Control 

Facility (ICCF) offers an interactive work 
environment for information processing. 

In order to ensure the viability of this 
system, IBM supplies a utility called 
DTSUTIL for library management. In this 
article, the main concepts of DTSUTIL 
will be examined with a brief look at a 
second utility, DTSANALS . 

Through the use of specialized com
mands, these programs provide file main
tenance capability off-line and interac
tively. 

The FORMAT Command 

The FORMAT command initially es
tablishes the maximum number of librar
ies and users for DTSFILE, which is the 
YSE/ICCF library file. 

LIBRARIES and USERS, the two re
quired parameters of the FORMAT com
mand, should specify the maximum num
ber of users and libraries - anticipating 
future needs. It is with the FORMAT 
command that a fixed area is defined that 
will contain a system record , user profile 
records and library header records . To re
define this area, the library file would have 
to be rebuilt. Either of the operands when 
specified in the RESTORE (SYSTEM) 
command would take precedence over 
the values established by the FORMAT 
command. 

Although the user profile records and 
library header records are allocated by 

FORMAT, the records should be added 
(via ADD LIBRARY/USER) as the need 
arises and not at the time of allocation. 

Another DTSUTIL command allows 
adding and modifying libraries , user 
profiles, broadcast records and library 
members. 

The ADD And ALTER 
Library Commands 

If a new library is being added to the 
VSE/ICCF library file, the parameter for 
library number becomes available once the 
run is complete. Any number entered (it 
is an allowable parameter) is superfluous. 
A library deleted in a prior run of DTSU
TIL could be picked up as the next avail
able library number. Its characteristics 
would be determined by the parameters 
given in this ADD command. 

Options supplied will control the max
imum number of directory entries avail
able, the percent of freespace, whether 
the library will share data defined as com
mon data, if the date in each directory 
entry for this library will be updated 
whenever a member is changed and if the 
library will be Public or Private. 

If the maximum directory parameter is 
zero, the library will have an unlimited 
number of directory entries. This is not 
advisable. Searching a large library is 
highly inefficient. Several small libraries 
would be preferable. 

The freespace parameter will provide 
for increasing the number of directory en

See ICCF page 88 
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ort exits exist to perform special user 
processing in conjunction with the 
standard process of sorting data into 

a desired sequence for processing . Cus
tomizing code to perform various func
tions (exits) can be written either by the 
user or come as part of third-party soft
ware packages. 

The intent of this article is threefold : to 
discuss some basics of using the sort pro
gram with the available sort exits, to de
scribe a special application for front-end 
supplied sort exits and the application of 
sort exits to implement an improved sort 
and report processing flow. 

Sort And Its Exits 

There are a number of possible exits 
(that is, user written routines) which can 
be invoked at specific points during sort 
processing. These are referred to as sort 
exits. Sort exits are given control during 
the sort process by the sort program itself. 
A standard parameter list passed to each 
exit and a return code from the exit allows 
the user-coded exit routine to control the 
flow as well as the contents of data rec
ords. Exits can be invoked during both 
the input and output sort phases and can 
do such things as add , delete and modify 
records during sort. 

74 

Table 1 lists the exit names and points 
at which user coded sort exit routines are 
made available during sort. It is provided 
to give you a feel for the number and 
types of exits which are available. 

Invoking Sort 

Sort exits are given control by the sort 
module itself. That is, they are LOADed 

By Fred Schuff 

and given control by the sort program . 
Control is passed to each of the specified 
exits at the time specified by the type of 
exit . As an example, the El S exit (input 
exit) is given control just after a record is 
read from SORTIN by the sort program. 
The EIS exit can then change , delete or 
add records to the input stream . In fact , 
an EIS exit can create all of the input to 
sort without any external data file at all . 

The two more common sort exits are 
the E 15 (input record processing) and E35 
(output record processing) exits. In fact , 
the COBOL internal sort (COBOL SORT 
verb) allows specification of COBOL code 
to be invoked at record input or record 
output processing time. The COBOL code 
is passed control as either the E 15 or E3S 
exit (see Figure I). 

Sort Invoked Via JCL 

Sort can be initiated either from JCL 
as a step in a stream of processing or from 
an application program . Using JCL, the 
sort process is controlled with JCL state
ments , the PARM field on the EXEC JCL 
card and the sort control records from the 
SYSIN file (see Table 2) . 

The PARM Field 

The PARM field on the EXEC JCL card 
contains parameters that control the sort 
processing . These are overlooked by sort 
users too often . Some of these options are 
the following : 

SIZE I CORE to specify the amount 
of storage to be used for 
sort or merge processing 

EQUALS I NOEQUALS to retain or 
not retain the order or 

records with equal sort 
sequence 

FLAG(I I U) I NOFLAG to control 
routing of messages 

When using sort, it is recommended that 
options are used as appropriate to tailor 
sort to your requirements . 

The SYSIN Sort Control Cards 

The sort control cards from the SYSIN 
file are the most commonly used and best 
understood method to communicate sort 
information. Below are some of the most 
common statements: 

SORT statement: multiple functions -
• Identify the process as a sort 
• Define the sort sequence that is 

desired 
• Provide control information 
• Provide parameters about the 

input data 
RECORD statement: define the type 

and length of records 
SUM statement: select records with 

equal control fields to generate totals 
of specified fields 

END statement: to end sort or merge 
control statements 

In addition, the control statement that 
is used to specify the sort exits which are 
to be invoked for this sort is the MODS 
statement. 

MODS exit-name= (module
name,module-size,library
name ,code) , ... 
exit-name = El 1, El4 , EIS 
and so on 
module-name = the name of 
your routine to be used for 
that sort exit 
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module-size = the exact or 
estimated size of the routine 
for that sort exit 
library-name = the 
DDNAME of the library if 
not in LINKLIB, STEP LIB 
or JOBLIB 
code = N for pre-linkedited 

exit routines 
(recommended) 

S for modules to be 
linkedited by sort 

C for exit routines 
written in COBOL 
- they must be 
pre-linkedited as 
well 

Exit 
Name 

E11 
E14 
E15 
E16 
E17 
E18 

E21 
E25 
E26 

E31 
E32 
E35 
E37 
E38 
E39 

E61 

Sort 
Phase 

1 
1 
1 
1 
1 
1 

2 
2 
2 

3 
3 
3 
3 
3 
3 

1,2,3 

T A B L E 1 
Sort Exits 

Description 

Prepare for other exit routines 
Delete, change, sum records 
Create, add, delete, change, sum input records for sort 
Act on insufficient storage 
Close other exit datasets 
Check labels, process read errors 

Prepare for other exit routines 
Delete, change, sum records 
Close other exit datasets 

Prepare for other exit routines 
Create Input records for merge 
Add, delete, change, sum records 
Close other exit datasets 
Check labels, process read errors 
Check labels, process write errors 

Modify a collating sequence 
It is simple enough to linkedit your sort 

exit before sort processing. This also re
duces the overhead of sort and the neces
sity for additional JCL to be coded for the 
sort itself. 
Sort Invoked From 
A User Program 

on are passed via in-core buffer areas. This 
is handled internally by COBOL when us
ing the SORT verb in the COBOL lan
guage. The basic form of this linkage is: 

SORT-Parameter-Block 
The first part of the parameter block 

(see Figure 2a) is fixed in location. 
The second part (see Figure 2b) is op

tional, variable in length and contains op
tional parameters . The options are indi
cated by a one-byte code in the first byte 
of the field or by specific character literals 
for options. These start with the fullword 
at + 34 in the SORT-Parameter-Block. 

When sort is invoked dynamically from 
a user program, there is a standard param
eter list that is used to communicate in
formation to the sort program. Control 
statements like SORT, RECORD and so 

Register-I: A(POINTER) 
POINTER: X'80' + AL3(SORT-

PARAMETER-BLOCK) 
(Note: this is identical to a parameter list 
with just one parameter, the SORT-Pa
rameter-Block .) 

I f I 6 u R E 1 
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Sort Exit Locations 

From a Program Via JCL 

Invoke 
Sort 

llstepname 
llSYSOUT 
llSORTWK01 
II 
llSORTWK02 
II 

User 
Program 

SORT 

some 
exits 

some 
exits 

T A B L E 2 
Common Sort JCL 

EXEC PGM = SORT,PARM ='optlon . .. option' 
DD SYSOUT= • 
DD DSN=&&SORTWK01,DISP = (,DELETE), 

UNIT = SYSDA,SPACE = (CYL, (ppp,sss)) 
DD DSN = &&SORTWK02,DISP =(,DELETE), 

UNIT= SYSDA,SPACE = (CYL, (ppp,sss)) 

up to 32 SORTWKnn files and can 
be disk or tape 

llSORTWKnn DD DSN = &&SORTWKnn,DISP =(,DELETE), 
II UNIT = SYSDA,SPACE = (CYL, (ppp,sss)) 
//SORTIN DD DSN = lnput-dataset-name,DISP = SHA 
llSORTOUT DD DSN = sorted-dataset-name, . .. 
//SYSIN DD • 
sort control cards ,. 

SORT 

all 
exits 

Then, as each exit point is reached and 
the appropriate exit is entered , data is 
passed to the exit routine from sort and 
returned from the exit to sort. The param
eters are passed like a normal parameter 
list (for subprograms) . The usual mech
anism to control the flow of sort by the 
exits is values returned in the RETURN
CODE. A sample , the E35 parameter-list , 
is shown below: 

Register -1: 
Parameter -list: 

A(Parameter-list) 
A(address or record 

leaving Phase 3) 
A(record in output 
area) 
Switches 

RETURN-CODEs from E35 to sort 
are: 

0 ACCEPT this record 
4 DELETE this record 
8 DO NOT RETURN to this 

exit 
12 - INSERT a record (user RI 

for the A(new record)) 
16 - TERMINATE sort 

Once these simple conventions are 
understood, it is fairly simple to write 
sort exits . 

Example: Sort Exit 
Front-end Code 

There are situations in which it would 
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be helpful to be in between the sort pro
gram and existing sort exits. It may be 
because they are from a vendor and source 
code is not available or because rewriting 
an exit to add some small increment of 
processing is not practical . 

There are many products which employ 
sort exits. Exit routines , or hooks to user 
exit routines, are provided as part of a 
product. Most often, this code is a black 
box that cannot be changed or examined 
by the client site. The method described 
below is used for enveloping sort exits 
and is applicable to more than just the 
sort product . 

+02 
+06 
+10 
+14 
+18 
+22 
+26 
+30 

F I G U R E 2 a 
SORT-Parameter-Block 

~align on halfword 
boundary 

rFullword Align 

+00 
L.:Following List 

X'OO' A(start of SORT I MERGE statement) 
X'OO ' A(end of SORT I MERGE statement) 
X'OO' A(start of RECORD statement) 
X'OO' A(end of RECORD statement) 
X'OO' A(start of MODS statement) 
X'OO' A(end of MODS statement) 
X'OO' A(E15 or E32 exit or zero if none) 
X'OO' A(E35 exit or zero if none) 

The fo llowing method was used to in
sert code between sort and two common 
exits, the EIS input and E3S output exits. 
The sort was dynamically invoked and the 
exit code was part of the vendor-supplied 
package. The original need was to trace 
records and return codes in and out of 
these ex its to determine if a CPU looping 
problem was the fau 1t of a new version 
of the sort product or the vendor-supp lied 
exit code . 

(3) That module , the pseudo sort, will 
then LOAD the real sort (or ice
man) module into memory using a 
specific DCB on the LOAD Macro 
to force loading of the real sort 
module 

again (after the ex it) to perform user code 
(like return code tracing). 

IBM ' s DFS-SORT was the sort product 
installed where this method was devel
oped . The assumptions in the coding refer 
to the linkage for this product version . 

Method summary: 

(I) Create a new module called iceman 
or sort that acts as a front end to 
sort and that is non-reusable 

(2) When a sort is initiated, the pseudo 
sort module is invoked because it 
is STEPLIBed in your JCL 

(4) The pseudo sort wi ll act as the in
termediary between the exits and the 
real sort code to provide whatever 
processing is desired , like tracing 
data records and logging return 
codes which are set (see Figure 3) . 

When the pseudo sort receives control 
the first time, it replaces the addresses for 
the EIS and E3S exits (in the standard 
parameter list) with the addresses of the 
Pseudo EIS and E3S exit routine within 
the pseudo sort code. These pseudo exits 
will receive control (before the exit), han
dle your desired special processing (like 
tracing records) and then invoke the real 
El S or E3S exit. They then get contro l 

FIGURE 2b 

X'OO' 
X'01 ' 
X'02' 

X'03 ' 
X'04 ' 
X'OS' 

X'06' 

X'07' 

X'08 ' 

X'09' 

X'OA' 

X'F6' 
X'FD' 
X'FE' 
X'FF' 

SORT-Parameter-Block 

Main Storage Value 
Reserved Main Storage Value 
A(start of MODS statement) 
A(end of MODS statement) 
A(start of DDNAME to replace SYSOUT) 
Number of input files (E32 Exit) 
A(start of DEBUG statement) 
A(end of DEBUG statement) 
A(start of ALTSEQ statement) 
A(end of ALTSEQ statement) 
A(start of SUM statement) 
A(end of SUM statement) 
A(start of INCLUDE/OMIT statement) 
A(end of INCLUDE/OMIT statement) 
A(start of OUTREC statement) 
A(end of OUTREC statement) 
A(start of INREC statement) 
A(end of INREC statement) 
A(ALTSEQ translate table) 
IMS Flag for IBM Sort 
A(STAE work area) 
A(Message Option code) 

DIAG option " literal" 
BALN j OSCL j POLY option for tape sort 
CRCX PEER LIST options 
DDNAME prefix (4-char) to replace SORT in JCL 
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What makes this method work is the 
use of a module with the same name but 
which is marked non-reusable . Then, 
when this module loads the real code , an
other copy will be brought into memory. 
If the module was reusable, then the USE
COUNT in the Contents Descriptor Entry 
(COE) would be incremented on the ex
isting pseudo module . That is not what is 
desired. 

El S and E3S exits are simple to inter
cept because their address is in the SORT
Parameter-Block . To front-end other ex it 
routines, the process is similar but more 
complex. The MODS statement must be 
scanned to locate the other exit names. 
Then a pseudo exit name is substituted 
and the real exit is loaded by the front
end code or the pseudo exi t. 

The beauty of this method is that it is 
simple, requires little or no " hooks" into 
the vendor code and implements using 
minor JCL changes. 

Example: Sort And 
Report Processing 

One of the most common uses of sort 
is the re-sequence records for reporting. 
This makes it simpler to generate a report 
when the data is in the desired sequence 
(like by account number) . The normal 
process is to run a sort and then the re
port program . If you look at the required 
1/0 processing against the data file, there 
are three full passes through the data -
twice in sort and once more in the report 
program. 

A clever method was devised to use 
sort exits to make this a single-pass proc
ess . In cases where there were large 
amounts of data , this represented signifi
cant savings in 110 and either storage 
space (if DASO files) or tape handling (if 
tape files) . 
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F I a u R E 3 The concept is to make the report pro
gram the E35 sort exit by converting the 
READs in the program to E35 exit points 
in the sort process. What made this so 
useful was that the report program was 
not modified - it still executed the READ 
statements. The special driver code con
verts the READ statements to branches to 
the E35 entry point (see Figure 4). 

Pseudo Sort Structure 

User PGM 
I 
I 
I 

Pseudo SORT 
Pseudo E15 ~---------• 
Pseudo E35 -oil(- - - - - - + 

I 
I 
I 

In this process, there is one pass through 
the input file (normally SORTIN) rather 
than three. This is a significant reduction 
in the 1/0 processing and data handling 
that is required. In most cases, the sorted 
file is only needed for that single report 
so the absence of a SORTOUT file is really 
not any problem. The real beauty is that 
the user report program runs without 
changes (in most cases) with standard 
READ statements. 

Real SORT I 
I I 
I I 

+--------------+--2----------+- ... -+ : 
E~ 5 E35 other exits . . : 

I i.----------------------+ +---------------------------------------- ..... 

The sort and report manager program 
handles the interface. The general pur
pose method used was to filter the SYCs 
(using SVC screening) to trap the OPEN 
of the INPUT file for the user report pro
gram so that the READ could be con
verted into an E35 sort exit routine. At 
End-of-File (EOF), the E l5 exit would 
signal sort that input was complete and 
then branch to the End-of-Data (EOD) 
routine within the user report program. 

It would be possible to expand this in
terface to handle more than one user re
port program at a time. To do this, the 
E35 driver would just pass control to re
port program number one and then report 
program number two with the same re
cord. It would affect run times because 
this would be a purely sequential opera-

F I a u 

tion, but it would still amount to the 
same single-pass through the input file for 
both reports. 

To carry the method to the extreme, 
multiple reports using multiple sort se
quences all handled in one pass through 
the input file is possible. This would be 
done by invoking "n" different sorts si
multaneously. To do this, the "prefix" 
for sort ddnames would be required to 
create multiple sets of sort utility files. 
The El5 would handle reading the rec
ords for both report processes. Then, the 
"n" E35 exits, the report programs, 
would be given control to process the re
cord just sorted. The major problem with 
this technique is the limitations of storage 
in the region to handle the "n" simulta
neous sorts. 

In Conclusion 

Sort is an example of standard proc
esses which can be expanded to handle 

R E 
Sort And Report Structure 

Sort & Report 
Manager 
Program ~-

E15 Input J 

L-. __ F_n_e __ _Jr-~~'------,.,_---__J 
I 
I 

Control 
Cards 

.__So_c_r~_ca_rd_s~---'~-~~~~~S-O-RT~~~-'~-~~-E_3_s~~~~~---lfi 
I 
I 
I 

Unmodified user '',,, 
Written report 

Executed under ,~ 
The monitor ,,' 

User Report 
Program 

READ 

'----R-epo__,~ 

I 
I 
I 

~.J 

more tasks than one would expect. The 
key to doing more with sort or other re
sources at hand is to fully understand just 
how all the pieces work and fit together. 

There are a number of uses for the tech
nique described above. One such example 
was to front-end a DBMS interface mod
ule that passes user calls to the DB man
ager that services those requests. Many 
vendors like to have a loadable module 
with most of the interface code to avoid 
having to re-linkedit application modules 
when a change is applied to this interface 
code. The code that is linked with the user 
code is a small program that invokes the 
loadable interface. The result was a dy
namically invoked DB-trace which was 
simple to access and did not require using 
the DB system resources or DB utilities 
and log tapes . 

Putting the pieces together often re
quires first taking them apart . Preparation 
is critical to the success of such an un
dertaking . Also , having the right attitude 
and confidence to perform such tasks is 
the hardest obstacle to overcome. How
ever, the results are certainly worth the 
effort. : 
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A ications 
Tunin Too Boosts 
T rou ut or 
Ber en Brunswi 

Frank Bolan had a problem. He is 
Manager of Technical Services for 
Bergen Brunswig Corporation , 

based in Orange, CA. Bergen Brunswig, 
with more than 40 divisions located 
throughout the United States, is a $2 bil
lion per year distributor of pharmaceuti
cals and related products. The data center 
runs MVS/XA, supporting a mixed work
load that includes batch , CICS and IDMS 
(Cullinet/Computer Associates). 

The dilemma Bolan faced was that Ber
gen's data processing workload was about 
to overwhelm the data center' s 3090/200 
system and an immediate processor up
grade was financially unacceptable to cor
porate management. As he relates , "In 
October of '87 we made a presentation to 
the steering committee saying, 'We 've got 
to have an upgrade .' They weren't against 
the upgrade, but they were against the 
cost." That left Bolan between the pro
verbial rock and hard place . He needed 
something that would greatly increase the 
200's throughput and he needed it quickly. 
In his own words, " We were pretty well 
out of gas . I really needed a silver bullet 
- bad." 

A Possible Solution 

Shortly thereafter - and with his pre
dicament still unresolved - Bolan at
tended the December 1987 Computer 
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By David Shein 

Measurement Group (CMG) conference 
in Orlando , FL. There he discovered 
STROBE, an application tuning tool mar
keted by Programart (Cambridge, MA) . 
What initially captured Bolan's attention 
was Programart' s claim that STROBE 

"'We were 

pretty well 

out of gas. 

I really needed 

a silver 

bullet - bad." 

could help him boost the performance of 
IDMS , the database management system 
on which many of Bergen 's key applica
tions depend . He quickly learned , how
ever, that STROBE' s usefulness reached 
far beyond IDMS and into just about every 

applications environment in the shop. 
Based on information provided by 

Programart , Bergen decided to bring 
STROBE in for a two-day trial. Michael 
Cleary, Supervisor of Technical Support 
Services at Bergen, picks up the tale, "We 
actually got some relief from STROBE 
before we got the product. The company 
held a workshop and asked us to identify 
some problem jobs we wanted to look at. 
So we had five or six of our worst re
source "hogs" STROBEd the day they 
were here. We got a lot of good clues out 
of that.'' 

Once given the opportunity to work with 
the detailed diagnostic information pro
duced by STROBE, the project managers 
participating in the trial were convinced 
that the tool could make a real difference . 
Bergen decided to purchase the product. 
STROBE was installed in the spring of 
1988 and it did not disappoint anyone. 

Processor Upgrade Delayed 

By this time the processor bottleneck 
was exhibiting early signs of a crisis in 
the making . As just one example, the new 
accounts receivable system ' s month-end 
job was running anywhere from eight to 
14 hours and it was not even fully imple
mented yet. As Bolan tells it, "They 
didn ' t have all the divisions fully imple
mented on that new AIR system and they 
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were worried that they wouldn't be able 
to add all the divisions to it. There were 
directors getting pretty nervous ." Gary 
Davis , software specialist, points out that 
although three-fourths of the divisions 
were on the system, "The last quarter was 
50 percent of the work. So it was pretty 
significant ... they could not implement 
that system as it was." 

Using STROBE-develped information 
about the month-end program's internal 
processing, the developers were able to 
determine that the program was doing a 
great deal of unnecessary work. The re
dundant processing stemmed from changes 
made to the system's functional specifi
cations after the month-end program had 
already been programmed. When the un
necessary processing was eliminated, the 
run time was slashed from eight hours to 
just 20 minutes - end of batch window 
problem. 

STROBE proved equally effective at 
pinpointing hidden bottlenecks in many 
other areas. The net results were that 
Bergen was able to delay the anticipated 
processor upgrade . The upgrade (to a 
300E) finally occurred in October 1988, 
a full year after the original steering com
mittee presentation. Bolan gives full credit 
to STROBE for postponing the upgrade 
as long as possible, "I don't think we 
would have made it that entire year with
out STROBE helping us. It probably 
deferred a two-and-a-half million dol
lar processor upgrade for six to eight 
months." 

Applications Tuning 
And STROBE 

So what is STROBE and what does 
it do? 

First , a few words about what STROBE 
is not . It is not primarily a tool for system 
tuning (although it can help), nor is it a 
capacity management tool (although it can 
help there too). System tuning and capac
ity management aim to make currently 
installed resources operate as efficiently 
as possible and to plan and control the 
amount of computing resources required 
to service a given (often growing) work
load. In other words, their job is to man
age the supply side of the computing de
mand/supply equation. 

The intent of applications tuning , by 
contrast, is to reduce the demand for com
puting resources by rendering appl ica
tions more efficient. The idea is to reduce 
the applications' resource consumption so 
that the installed resources can effectively 
handle more work. 

80 

STROBE is an applications tuning tool. 
Its purpose is to identify and locate per
formance bottlenecks in application logic 
so that they can be reduced or eliminated. 

How STROBE Works 

Using STROBE is a two-step process. 
Step one is to run the application with the 
real-time measurement part of STROBE 
turned on. Step two consists of generating 
reports which display the results in a us
able form. 

The measurement component of 
STROBE resides in the address space of 
the application(s) being measured. At 
specified intervals , STROBE "wakes up" 
and takes a comprehensive snapshot of 
program activity in the address space. The 
captured information is quite detailed and 
encompasses all relevant types of re
source usage including CPU, main stor
age and 1/0. The data thus collected is 
written to an ordinary OS dataset. 

At some convenient later time , a series 
of report programs is run to digest the 
collected data and prepare a comprehen
sive profile of the internal performance of 
the STROBEd application(s). The reports 
cover all measured resource types. Re
source consumption is depicted using a 
form of presentation specific to the envi
ronment being measured. For instance, 
processor usage reports can, if desired, 
display individual COBOL or PL/ I source 
statements showing the CPU consump
tion associated with each statement. In 
most cases, the amount of detail or 
"granularity" in STROBE's reports is 
controlled by the user. File 1/0 activity, 
for instance , can be displayed down to the 
cylinder level if desired. 

Note that STROBE does not optimize 
or improve applications directly; such 
corrective surgery is the user 's responsi 
bility. What STROBE does do is provide 
critical information about what is happen
ing inside an application - a kind of soft
ware x-ray. By basing optimization ef
forts on this kind of hard data, users can 
be sure that the efforts are being concen
trated where they will do the most good. 
STROBE makes it possible to take appli
cations tuning out of the realm of edu
cated guesswork. As Davis says, it pro
vides "a reality check." Cleary concurs, 
" Without STROBE you don't know what 
to tune for. You just throw resources at 
it and hope." 

The fact that STROBE does not di
rectly modify applications can take some 
explaining, as Bolan is well aware. "That 

made STROBE difficult to justify to man
agement. Usually you buy a product and 
it does something for you; it produces 
some result . . . what do you get with 
STROBE? Information. We know where 
to look now to solve a problem." 

It is also important to realize that 
STROBEing an application is an iterative 
process; when changes are made to the 
application, subsequent runs are needed 
to determine if the changes have the de
sired effect. Bolan points out, "It might 
take several runs ... it's not like one 
listing is going to tell you everything. 
You STROBE it , make a change and 
STROBE it again." Too, eliminating one 
performance constraint often reveals an
other. Bolan again says, "You might move 
a problem to another area . . . you might 
fix a table search and then find that you've 
got a YSAM file that 's way out of line ." 

STROBE is designed to be convenient 
enough to be used on production jobs. Its 
own resource consumption is modest: 
about 30K of virtual storage and a small 
amount of CPU and 110 in the address 
space being measured. This makes it en
tirely practical to use STROBE on actual 
production runs. Especially helpful is the 
fact that STROBE is completely trans
parent to the applications it measures , re
quiring no code or JCL changes. Asked 
to compare STROBE to other optimizing 
and measurement products he has used , 
Bolan says, "To me the significant dif
ference is that you don't have to recom
pile the program to use it." 

For specifying and controlling the 
measurement process , STROBE features 
a simple and straightforward lSPF dialog . 

STROBE At Bergen Brunswig 

Today Bergen Brunswig STROBEs 
every type of program in the shop. 
STROBE has been instrumental in keep
ing batch processing windows under con
trol, as illustrated by the AIR job men
tioned earlier. It makes users ' lives easier 
in other ways, too . Describing a semi
monthly inventory job, Davis says, "They 
were getting billed $180,000 per year for 
this resource and we dropped it down to 
$10,000." Davis adds that STROBE in 
the batch environment yields information 
that is hard to obtain otherwise - things 
like 1/0 counts to files , CI splits and the 
like. And true to its promise at CMG, 
STROBE has been of tremendous value 
in milking the best possible performance 
out of IDMS . The eight hour AIR run 
mentioned earlier was an IDMS job and 
numerous others have felt the beneficial 
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impact of STROBE as well. 
CICS throughput has also benefited 

from STROBE. Cleary uses it to tune 
VSAM buffers, temporary storage and 
other key CICS performance regulators . 

Bergen has used STROBE on third
party vendor software to uncover per
formance problems and even actual bugs . 
For instance , a CICS monitoring product 
came under suspicion when its installa
tion caused a previously trouble-free ap
plication transaction to begin sporadically 
ABENDing . Using STROBE, Bolan was 
able to prove that the ABEND was in the 
vendor's code. "We STROBEd it and told 
them where they were having their 
ABEND . .. they were kind of surprised 
. . . we knew what we were talking 
about.' ' Similarly, when problems oc
curred in a purchased inventory control 
application, "STROBE proved that it 
wasn't our code that was bad," Bolan adds . 

Bergen also uses STROBE to retrotune 
older applications . This is important be
cause an application may start out per
forming well but degrade over time due 
to unforeseeable changes in the mix of 
work . As Davis says, "Applications 
change without you really knowing . In 
this shop there's been a large develop
ment cycle rewriting some major appli
cations. One of the benefits we found was 
STROBEing this old code and finding out 
why a job would run for three hours ." In 
such cases , Davis points out, the problem 
code often turns out to be part of a routine 
which, when the program was designed , 
was not expected to be heavily used. 
"But," he explains , "the business cases 
had changed and the programmers were 
surprised ." 

Bergen finds STROBE highly useful in 
developing new applications . Bolan re
members the case of a new CICS trans
action that was routinely delivering five
to-six second response times . As Bolan 
tells it, the project manager was upset 
about the " poor CICS performance" un
til STROBE revealed that each transac
tion was doing immense amounts of 110 
to a particular dataset. Armed with this 
data , the development team made some 
design changes and the response time 
dropped to the subsecond range . Accord
ing to Davis, " Now they STROBE new 
applications. QA requires it." 

And the people at Bergen are still 
thinking up new ways to use STROBE. 
Currently in the planning stages is a 
mechanism to automatically invoke 
STROBE before honoring an operator-in
itiated CANCEL command. It is hoped 
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that problem resolution can be expedited 
substantially if the programmer is pro
vided with STROBE output instead of (or 
in addition to) an operating system dump. 

Intangible Benefits 
Not every STROBE-related improve

ment is quantifiable. Where performance 
considerations are involved , Bergen has 
seen a distinct raising of consciousness on 
the part of management and technical staff 
alike. Davis reports that STROBE' s out
put opens eyes especially in the cases with 
logical views of data with IDMS in which 
you have people developing code who are 
far away from the physical data itself. Bo
lan agrees, saying, "I was surprised by 
the reaction from the project managers and 
programmers. It opens a lot of eyes. Also , 
I could see that it was bringing two ad
verse groups together to solve a common 
problem .. . that's where I was shocked," 
he adds pointing out that data helps to 
mitigate finger-pointing behavior. 

And what about management? Bolan 
reports, "Directors call me up and say, 
'Could you STROBE this? We're having 
a real problem with the users complaining 
about how long this is taking .' " The vice 
president of MIS, while he may not be 
conversant with all the technical details , 

certainly knows how important STROBE 
is to his operation . Bolan adds, " When 
we have a performance problem, the first 
words out of his mouth are, 'Have you 
STROBEd it?' '' 

Conclusion 
One of the hoariest (albeit highly ac

curate) truisms in data processing is the 
90! I 0 rule : 10 percent of the code is re
sponsible for 90 percent of the execution 
time. STROBE lets Bergen Brunswig zero 
in on that critical I 0 percent without hav
ing to waste time wading through the other 
90. Not infrequently, the solution to a 
nagging performance problem turns out to 
be something as simple as changing buffer 
allocations in JCL , which does not even 
require touching program code . 

Bolan, Davis and Cleary agree they 
would not want to operate the data center 
without STROBE. As Davis says, "We 'd 
run it less efficiently. We'd use more re
sources doing the same work." ~ 
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PRODUCT REVIEW 

CA-OPTIMIZER 
Proinotes More 

Maintainable Code 

With maintenance chores con
suming up to 80 percent of re
sources in some MIS shops, 

COBOL programmers can use all the help 
they can get. CA-OPTIMIZER, a popular 
COBOL productivity aid from Computer 
Associates International , is used by thou
sands of programmers to enhance their 
programming techniques and create more 
maintainable code . The most-often cited 
benefits of the product are structured , bet
ter-tested and more efficient programs. 

The system has three main compo
nents . Through its optimization compo
nent, CA-OPTIMIZER reduces object 
code by eliminating redundant or unexe
cutable object code . Through the Ana
lyzer component , programmers are taught 
more effective programming techniques . 
The Analyzer also guarantees that every 
line of code has been thoroughly tested 
before being released for production. With 
the Detector component, errors are dis
played along with information on where 
and why they occurred . Multiple abends 
can be corrected in a single test session. 

Benefits 
The general benefits of CA-OPTIM

IZER can be categorized into four areas. 
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Benefits To Programmers 
Because CA-OPTIMIZER's automatic 

organization facility lets programmers 
concentrate solely on the goal of the pro
gram instead of the how of the program , 
it increases programmer productivity. The 
system works with the programmer to de
velop more reliable and efficient COBOL 

By John Kador 

programs with less effort . In this way, a 
program requires fewer compiles and tests 
to maintain . The time required to effec
tively tune and improve programs is re
duced sharply. 

Benefits In Terms Of Program 
Reliability 
CA-OPTIMIZER provides the means 

to thoroughly test and tune COBOL pro
grams. Thoroughly-tested programs, of 
course, are more reliable. Such programs 
exhibit a lower level of production errors , 
job failures and reruns. Sound testing pro
cedures ensure the development of code 
that is logically solid and efficient. Sys
tem time previously lost to repeated fail
ures and reruns can now be put to more 
productive use . 

CA-OPTIMIZER displays overall pro
gram flow, spotting hidden performance 
problems , untested logic and any unexe
cuted verb commands . It also provides re
ports that help programmers with pro
gram testing. These reports , which include 
an expanded program listing , contain 
comprehensive COBOL-oriented diag
nostic information . 

Benefits In Terms Of Program 
Performance 
A COBOL program is only as fast as 

the execution of its slowest statement. CA
OPTIMIZER scans every line and dis
plays those statements that use the most 
CPU time and cause the most trouble . 
Thus , it identifies all COBOL statements 
that result in performance bottlenecks so 
that they can be rewritten . Using these 

facilities of the system, programmers can 
easily modify or remove the offending 
statements , producing a much leaner and 
faster executing program. 

Benefits In Terms Of Sounder 
Programming Practices 
One of the indirect benefits of using 

CA-OPTIMIZER is that programmers be
come better programmers . CA-OPTIM
IZER helps enforce better programming 
practices. First, by keeping all of the tirne
consuming, nonprogramming procedures 
to an absolute minimum , programmers 
will be able to concentrate much more on 
developing cohesive proficient coding. 
Second, because CA-OPTIMIZER func
tions as a shop standard, programmers will 
begin to work more as a team and not as 
a group of individuals. 

In this way, techniques such as struc
tured programming and team program
ming will become a larger part of the de
partment effort . CA-OPTIMIZER applies 
techniques to automatically improve the 
efficiency of subscript calculations, data 
conversion , register usage, redundant in
structions , verb usage and data and pro
cedure addressing. 

Make Room For 
CA-OPTIMIZER 

Danny Thomas, the entertainer, founded 
American Lebanese Syrian Associated 
Charities (ALSAC), the fund-raising arm 
of St. Jude ' s Children Hospital in Mem
phis , TN. The hospital was originally in
terested in conducting research on child-
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hood leukemia, the survival rate for which 
was so dismal that it warranted the hos
pital being named for the patron saint of 
lost causes. It seems clear, however, that 
the hospital may have been misnamed be
cause over the years medical research, 
much of it conducted at the hospital , has 
dramatically increased the chances for pa
tients to survive a variety of cancers. 

A large measure of credit for this 
achievement must go to ALSAC which 
annually raises $70 million for the hos
pital's research efforts . Heavy automation 
allows ALSAC to conduct a wide variety 
of mailings, telethons and other fund-rais
ing activities with a modest staff, thus de
creasing overhead. ALSAC operates an 
IBM 4381 P23 under VSE SP2 . I. 7. It 
uses Cullinet Software's (Westwood, MA) 
IDMS for data mangement as well as a 
large variety of software developed in
house . 

CA-OPTIMIZER's optimization fea
ture is critical to the fund-raising opera
tion, according to Gary Gaggiani, direc
tor of data processing . In the past , many 
of ALSAC's large jobs required 20 to 30 
hours of wall clock time. "We desper
ately needed a way to cut those times 
down," Gaggiani says. CA-OPTIMIZER 
fit that bill by knocking 30 to 40 percent 
off the running of each job. Thirty percent 
of a 30-hour job is nine hours . In addi
tion, these savings did not require any ef
fort on the part of programmers. The in
herent optimization works behind the 
scenes. 

The optimizer feature of CA-OPTIM
IZER works on the object code of a pro
gram. Its principal function is to eliminate 
redundant machine instructions without 
altering the actual processing of the pro
grams . User-defined data areas remain 
untouched . An optimized program sim
ply requires fewer instructions to do the 
same job. 

Gaggiani believes that the bulk of the 
optimization caught 1/0 redundancies and 
inefficiencies . However, other times op
timization can be effective are when it 
does the following. 

• Reduces perform linkage to one in
struction; the PERFORM verb can be 
made to provide a more efficient link . 

•Simplify IF logic - in many cases 
when two tests are performed, the re
sults of the second test may already 
be known from the results of the first. 
When this happens, CA-OPTIMIZER 
can eliminate the object code of the 
second test. 

• Consolidate MOVES - when CA-

MAINFRAME JOURNAL • SEPTEMBER 1989 

OPTIMIZER detects a series of 
MOVEs of the same literal-to-contig
uous storage locations , it will reduce 
them to just one move. 

• Optimize register usage - through a 
detailed analysis of register usage , 
CA-OPTIMIZER can reduce the ob
ject code for data manipulation by 
sorting out and correcting inefficien
cies caused by the compiler. 

• Optimize addressing for data and pro
cedure references - because it per
forms a global analysis of the pro
gram's data and procedure addressing 
schemes, CA-OPTIMIZER can min
imize the loading and reloading of 
base registers. 

ALSAC makes most use of the sys
tem's Detector Abend Report , a specially 
formatted report designed to eliminate all 
the searching and guesswork usually 
needed in debugging. But Gaggiani ac
knowledges that ALSAC could benefit 
from more extensive use of CA-OPTIM
IZER for new systems development. " We 
know there are a lot of capabilities we are 
not using," he says. " We're so busy, we 
don't have time to sit back and thoroughly 
optimize our own operations." 

BancBoston Soups Up 
Application Package 

BancBoston Mortgage Corp. in Jack
sonville, FL originally acquired CA-OP
TIMIZER to soup up some old, poorly 
performing DOS code before it converted 
to MVS/XA. It considered CA-OPTIM
IZER along with others. The mortgage 
company concluded that if it ran CA-OP
TIMIZER 's Detector feature in produc
tion, it would get the benefits of several 
competing products as well as the dump 
formatting and optimized code features 
unique to CA-OPTIMIZER. BancBoston 
operates an IBM 3090 Model l 20E under 
MVS/XA. 

BancBoston even uses the system to 
optimize its largest piece of third-party 
application package which it prefers not 
to identify. Using CA-OPTIMIZER, 
BancBoston has optimized some of the 
largest COBOL modules, those in excess 
of 20,000 lines , and is seeing between a 
40 to 50 percent reduction in utilization . 
As a result, it has reduced the size of load 
modules and instruction paths, reduced 
core fragmentation and decreased the 110 
time required to load the modules. Ob
viously, the application software had been 
patched over the years until it became 
spaghetti code. Without any adverse af
fect on the functionality of the program, 

BancBoston reduced the run times signif
icantly. 

Systems and Programming Manager 
David Stem's main complaint is that CA
OPTIMIZER is unnecessarily complex to 
install. He would like Computer Associ
ates to streamline the number of options 
required to install the product. There are 
a lot of hidden options and inteJnal pa
rameters that can be turned on and off. 
" I'd either like to know all about them 
or, better yet, eliminate them entirely. But 
don ' t feed me a little at a time. That's not 
very satisfactory," he says. 

Leggett & Platt Eliminates Loops 

Leggett & Platt , a components manu
facturer for home furnishings in Car
thage , MO had an extremely s low 
application. According to Systems De
velopment Manager David Earhart, this 
particular program used 100 percent of an 
IBM 3033 and required three to five hours 
to run. So he asked Computer Associates 
to demonstrate what CA-OPTIMIZER 
would do with this program. Somewhat 
surprisingly, after optimization, it did not 
run faster. But using the Analyzer to gen
erate timing statistics on each statement 
in the program , it became obvious why 
the program was so CPU intensive. One 
statement was doing a test against an im
properly coded table, resulting in a loop . 
When Earhart modified the IF test, the 
run time went to five minutes and the CPU 
utilization went to a reasonable 25 per
cent. Leggett & Platt justified CA-OP
TIMIZER on those savings alone. 

They operate an IBM 3083 J running 
VSE under VM. 

The Analyzer at Central 
Vermont Public Service 

The Analyzer has come in handy at 
Central Vermont Public Service Corpo
ration, an electric utility based in Rut
land , VT. According to Sue Wilder, man
ager of application development, the 
Analyzer is immensely useful for testing 
programs faster and with greater assur
ance. For example, it was used when the 
utility developed an automated prebilling 
edit program for customer billing . This 
was a complex system that validated me
ter readings entered into the system 
through optical scanning. After entry, each 
reading must be compared to the master 
file for reliability and reasonability. ''The 
Analyzer helped make this application as 
efficient as possible," she says . Central 
Vermont Public Service employs I 0 ap
plication programmers and two database 
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analysts. It operates an IBM 4381 and 
4341 under VSE/SP. 

By contrast, BancBoston does not al
low the Analyzer to be run in production 
because of the overhead that it sets up . It 
is used in testing mode only. A rule of 
thumb is that if a COBOL program ex
ceeds 2,000 lines, then Analyzer should 
be used to catch any inadvertent loops. 
With programs under 2,000 lines, it is 
hard to get into loops that do serious dam
age. Leggett & Platt also will not analyze 
every program. ''If a program runs only 
five minutes, why spend a couple of hours 
analyzing it," says David Earhart . 

VS COBOL II 
In 1984, IBM introduced its newest 

COBOL compiler, VS COBOL II, to con
form to many of the 1974 ANSI stand
ards. CA follC>wed with CA-OPTIMIZER 
II. Although CA-OPTIMIZER II is a new 
product, it is backward compatible with 
the earlier version. Each of the three com
ponents - Optimizer, Detector and Ana
lyzer - have been specifically redesigned 
to work with VS COBOL II . An on-line 
VS COBOL II HELP command is built 
into the product, reducing the learning 
curve for shops that are converting to the 
newer compiler. 

All this is nice, but MIS executives are 
in no big hurry to convert billions of dol
lars worth of OS/VS COBOL code over 
to the new language. None of the users 
contacted for this article had any plans to 
convert to VS COBOL II. The new 
COBOL does offer certain benefits over 
its predecessor. Chief among these is the 
ability to make full use of 31-bit address
ing and write truly structured programs. 

CA-OPTIMIZER supports all VSE, 
MYS and VM operating systems. CA
OPTIMIZER II supports VS COBOL U 
running in an MYS environment. Neither 
requires changes to source programs or to 
the COBOL or COBOL II compiler and 
usually does not require changes to the 
operating system. License fees, based on 
CPU and operating system, range from 
$14,000 to $72,400. 

For further information contact Com
puter Associates International, Inc., Route 
206 and Orchard Road , CN-8, Princeton, 
NJ 08543-0008, (201) 874-9000 ~ 

ABOUT THE AUTHOR 

John Kadar is a free-lance writer 
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Problem: BATCH and Application programs 
do not fully utilize VSAM buffers. 
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Solution:BIM-BUFF-Dynamic VSAM 
Buffer Management System. 

For faster VSAM processing immediately, use BIM-BUFF 
SIM-BUFF is a product which is designed to ~ignificantly ~ncrease the performance of VSAM 
in every DOS/VSE installation. It does this in a way which 1s transpare~~ to .the programs 
involved, does not alter any VSAM files, and does no.t make any mod1f1c.at1ons to VSAM 
itself. While each installation is different, experience with some DOS/VSE installat1~ns h~s 
shown potential savings to be astounding. The following savings have been achieved in 
benchmarks of real life applications: 

Typical sequential access 
Typical random access 
Clustered random access 

Physical I/Os 
330/o 

25-500/o 
990/o 

Elapsed Time 
10-500/o 
40-600/o 

950/o 

In fact the performance benefits can be so significant, that it may be possible in some cases 
to defer the purchase of new hardware. Perhaps best of all , these savings can ~e .real~zed 
almost immediately. BIM-BUFF installs in minutes with no need to change any existing files, 
programs or JCL. 
SIM-BUFF is priced at $3,000 for a permanent license, $1,500 on an annual lease or $150 
on a monthly rental. 
B I Moyle Associates, Inc. has been dedicated to pro~i<;iing cost effective softwar~ solutio~s, 
which improve system performance and user product1v1ty, for 10 year~. For mor.e information 
on SIM-BUFF, or any of our other quality software products and services call Jim Kingsbury 
at 612-933-2885 today. 

B I MOYLE ASSOCIATES , INC. 
5788 Lincoln Drive 

612-933-2885 
Telex 297 893 (BIM UR) 

Minneapolis, MN 55436 Member Independent Computer Consul1ants Assn 
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---Cycles---
Cycles from page 44 

Similarly, efforts to optimize processing 
will normally show only minor improve
ments in efficiency. 

It probably does not make that much 
difference whether programs are written 
in COBOL or Assembler. Such a small 
portion of processing is actually spent in 
application code, that the differences in 
resource utilization of Assembler and 
COBOL programs will usually not be sig
nificant compared to other processing. 

Also, there is more potential for reduc
ing CPU utilization by controlling which 
CICS services are used than by tuning ap
plication code. Efficiency in overall sys
tem design will normally have a greater 
impact than the efficiency of individual 
program statements. 

The largest user of CPU in most CICS 
environments is its monitor facility (IBM 
or other vendors) . In particular, one of 
the most expensive services is the logic 
to keep track of CPU usage . If accu
rate measures of CPU usage are not col
lected , CICS CPU usage can be tuned 
considerably. 

In addition, it is possible to reduce CPU 
utilization by controlling which data is 
collected by CMP or other monitors . Also, 
the trace facility will add about 12 to 20 
percent to CICS processing. Turning off 
trace is one of the easiest ways to con
serve CPU cycles. 

Be cautious with the use of exits. Highly 
used global exits for facilities such as 
file control and program control can be 
expensive . 

Avoid over-modularization. While it is 
good to divide processing into logical 
units, excessively small modules can 
generate quite a bit of program-linkage 
overhead . 

Furthermore, VSAM subtasking can 
reduce CPU demand in the main CICS 
task. It does this, though, at a cost of 
more total CPU utilization . ~ 

ABOUT THE AUTHOR 

Ted C. Keller is 
the manager of a 
group responsible 
for C/CS systems 
support, perform
ance manage
ment and capacity 
planning at Yellow 

Freight System, Inc., 10990 Roe 
Ave., Overland Park, KS 662II, 
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various data processing jobs for more 
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VM/SPHPOS 
Spool File 

Constraint Relief 
In eliminating the 9900 

spool file limit, the 
spooling subsystem of 

VM/ SP HPO 5 has 
become ''virtual,'' but 

there still is a limit to the 
number of spool files. 

By Thomas E. Cooper 

MAINFRAME JOURNAL • SEPTEMBER 1989 

I n addition to improving the perform
ance of VM/SP for large processor in
stallations , VM/SP HPO 5 introduced 

major changes and enhancements to the 
spooling subsystem of VM . HPO Release 
5 provides spool file constraint re lief by 
changing the 9900 system-wide file limit 
to 9900 per user. This article wi ll present 
a brief introduction of the changes in the 
spooling system that HPO 5 introduced . 

The three changes that are externally 
noticeable are the SYSSPOOL virtual 
machine and changes to the SPOOL and 
SPTAPE commands. HPO 5 requires the 
combination of userid and spool file iden
tifier for spool fi le manipu lation. Per
formance monitoring software started 
identifying a new virtual machine on the 
system called SYSSPOOL that had a vir
tual storage size of 16MB . All of these 
external changes are due to spool file con
straint relief, but the changes internal to 
CP are not as simple or subtle. 

"What is the maximum number 
of spool files for an HPO 5 
system?" 

The VM!SP HPO Planning Guide and 
Reference (SC/9-6223-7) manual esti
mates the maximum number to be 
100,000. The actual number is dependent 
on several factors : size of the checkpoint 
area on DASO , SYSSPOOL virtual stor
age , SYSSPL setting of the SYSRES 
MACRO in DMKSYS , the number of vir
tual machines with spool files, the num
ber of real spooling devices and whether 
the HOLD command is used. There is a 
theoretical maximum; however, before 
touching on that there are dependent fac
tors to address. 

Because you can now create up to 9900 
spool files per user, something needed to 
be done about the effect the spooling sub
system has on CP-free storage . Prior to 
HPO 5, each spool file has a correspond
ing control block (SFBLOK) in CP-free 
storage . If the number of files is increased 
in magnitude, CP-free storage is drasti
call y impacted . This effect is eliminated 
by the use of the SYSSPOOL virtua l ma
chine . The SFBLOKs for reader files re
side in the virtual storage of SYSSPOOL, 
not in CP-free storage . This increased the 
amount of storage available for spool file 
control blocks by l 6MB. 

The changes to the checkpoint area and 
the effect the SYSSPOOL virtual ma
chine has on spool file constraint relief 
are both related to a new field in the 
SFBLOK control block. Because spool file 
identifiers are only user unique, another 
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For information on 

advertised products, 

fill out ~he 
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elsewhere in this magazine. 

KEDIT4.0 
XEDIT COMPATIBLE PC EDITOR 
KEDIT'" is a text editor for DOS and 
OS/2 that supports most com
mands and features of XEDIT, 
IBM's editor for VM/CMS. But KEDIT 
goes beyond XEDIT compatib ility 
wi th special PC-based fea
tures for a first-rate combina
tion of mainframe power 
and PC flexibility. 

•More than 100 XEDIT com
patible commands and SET 
options, including the ALL 
command. 

• XEDIT prefix commands, 
targets , and fullscreen 
layout 

•Mult iple files, multiple 
windows. 

•Bu ilt-in subset of the REXX 
macro language included. 

•Interfaces to Personal REXX, 
our complete implementation 
of REXX. 

• Enhanced block operations. 

• And much, much more. 

MANSFIE1D 
t§O; *' u2·er q.·vif/J 
PO. Box 532. Storrs CT 06268 

(203) 429-8402 

" While KEDIT remains true to its 
heritage in retaining compatibility 
with the mainframe XEDIT, it is also 
one of the most feature -packed 
PC text editors around.'' 
PC Magazine, 10/31/88 

KEDIT Version 4.0 is available at 
$150; OS/2 version is $17 5. Add 
$3 shipping . MC, VISA American 
Express. Demo version available . 

KEDIT is a trademark of the Mansfield Software Group. Inc 
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- VM/SP HPO 5-

F I G U R E 1 

C linders/FBA Blocks 

SYSSPOOL 
Virtual 

Storage 

There is a one-to-one relationship between the 
virtual storage of SYSSPOOL and the 

checkpoint area on DASO. 

means is needed to uniquely identify spool 
files. This is accomplished by the 
SFBSYSID field . SFBSYSID is the vir
tual address of the SFBLOK in SYS
SPOOL's virtual storage. 

SYSSPOOL's virtual storage is mapped 
one-for-one onto the checkpoint pages 
defined by the SYSRES MACRO in 
DMKSYS. Every virtual page corre
sponds to a physical page on the check
point DASD volume . This is why the size 
of the checkpoint area is a limiting factor 
in determining the maximum number of 
spool files. There needs to be at least 
enough physical 4K pages in the check
point area to allow for the expected max
imum of spool files (reader, punch and 
print) on the system . The greatest number 
of files is allowed when there are enough 
checkpoint pages to be mapped to a I 6M 
SYSSPOOL virtual machine . Anything 
less reduces the number of spool files pos
sible for the system. The VM/SP HPO 
Planning Guide and Reference manual 
gives suggested checkpoint area sizes for 
all the supported DASD types that allow 
for a 16MB SYSSPOOL virtual machine . 

"But I thought SYSSPOOL 
virtual storage is only used for 
reader files." 

The other spool file types are uniquely 
identified via SFBSYSID, too. Each spool 
file in the system corresponds to a spe
cific location in the checkpoint area and 
SYSSPOOL's storage. Although these 
SFBLOKs do not reside in SYSSPOOL's 
virtual storage (they reside in CP-free 
storage), the corresponding address in 
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FIGURE 2 

10 users* 9900 SFBLOKs/user = 99,000 SFBLOKs 

10 users* ((9900 + 1024 - 1 SFBLOKs)/ 1024 SFBLOKs/SPUBLOK = 100 SPUBLOKs 

1 user * 3296 SFBLOKs/user = 3,296 SFBLOKs 

1 user* ((3296 + 1024 - 1 SFBLOKs)/ 1024 SFBLOKs/SPUBLOK = 4 SPUBLOKs 

102,400 slots 

99,000 + 3,296 = 102,296 SFBLOKs 

The theoretical maximum number of spool files on a VMISP HPO 5 system. 

SYSSPOOL is unavailable for reader 
spool files. This means that non-reader 
files chew up SYSSPOOL storage. 

Every spool file on the system corre
sponds to a unique location in the check
point area and in SYSSPOOL's virtual 
storage. SFBSYSID keeps everything 
straight. 

The maximum number of spool files is 
a self-defining variable except when the 
SYSSPL parameter of the SYSRES 
MACRO in DMKSYS is used. The pri
mary purpose of this parameter is for the 
migration to a pre-HPO 5 system from 
HPO 5. SYSSPL controls the maximum 
number of spool files that can be created. 
By setting SYSSPL to 9900, backward 
migration is permitted . The value of 
SYSSPL can range from 1000 to 100,000. 
However, except for the migration rea
son, it should not be specified so the sys
tem can use the checkpoint and SYS
SPOOL virtual storage sizes to control the 
maximum number of files. 

"How does the number of 
spooling users, real spool devices 
and the HOLD command affect 
the maximum number of spool 
files?" 

For CKPT IPL purposes, there are other 
control blocks that are written to the 
checkpoint area besides SFBLOKs. Be
cause these blocks are written to the 
checkpoint area, they require slots in 
SYSSPOOL's storage. 

User's unique spool file identifiers are 
controlled by bit maps called SPUB
LOKs . SPUBLOKs are maintained in 
SYSSPOOL storage with reader SFB
LOKS . In addition to containing their 
unique identifier (SPUSYSID; equiva
lent to SFBSYSID), they contain a 128-
byte bit map that corresponds to the user 
unique spool file identifiers (SFBFILID). 
The first SPUBLOK for a user controls 
the assigning of files one through 1024 
inclusively. SPUBLOKs are the same size 
as SFBLOKs . 

For every real spool (unit record) de-
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vice, a "dummy" SFBLOK is allocated 
to contain information needed for the au
tomatic starting of these devices during 
CKPT IPL initialization. These SFBLOKs 
are allocated out of SYSSPOOL virtual 
storage and the checkpoint area just like 
real SFBLOKs as they are assigned a 
unique SFBSYSID value. 

Each user on the system that has his/ 
her virtual print or punch placed on hold 
via the HOLD command requires check
point and SYSSPOOL storage. The 
HOLD command causes the creation of 
an SHQBLOK in CP-free storage that is 
assigned a unique identifier (SHQCKPT; 
equivalent to SFBSYSID and SPUSY
SID) for checkpoint purposes . Each 
SHQBLOK makes a 160-byte chunk of 
SYSSPOOL virtual storage unusable for 
spool files. 

"What is the theoretical 
maximum?" 

Assuming that there is enough check
point area for a 16MB SYSSPOOL vir
tual machine, the maximum number of 
slots available for SFBLOKs is 102,400 
(25 SFBLOKs/page * 16MB/4K/page) . 
It is not possible for all of these slots to 
be SFBLOKs because user-unique bit 
maps reside in this area as well. With the 
9900 limit per user, no unit record devices 
and no held users, the theoretical maxi
mum of spool files is 102,296. 

Now even the VM spooling subsystem 
is "virtual." .O:-

ABOUT THE AUTHOR 

Thomas E. Cooper is a senior con
sultant for VMICMS Unlimited, Inc. 
From his home in Powell, OH, he 
supports the Single System Image 
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ited, Inc., 10060 Willow Creek 
Rd., San Diego, CA 92131 , (800) 
443-4317. 

POWER/VSE, VSAM, 
VM SPOOL DATA 

VSE CONSOLES 
on your CMS screen! 

Highlights: 
EASY supports access to VM and/or 
VSE spool files as well as to VSAM data 
inventories. 
Full menu guidance for the user. 
ONLINE information via VSE partition 
activities of several VSE systems. 
VSE/CONSOLE DISPLAY, REDIS
PLAY AND COMMAND-FUNC
TIONS enable the user to supervise 
several VSE-systems without leaving 
the CMS-environment. 
All accesses, i. e. also those to a VSE/ 
POWER queue, are performed via the 
CMS. Access to the individual file 
information items is controlled via an 
expanded file mode. No changes in the 
existing CMS are necessary. 
The status of VSE partitions (also of 
different VSEs) can be shown by means 
ofXEDIT. 
In this function, a storage display of the 
selected partition is also possible. 
VSAM data inventories, user cata
logues, etc. are displayed on the screen 
with CMS/XEDIT in the same way. 
Special note: 
VIPO users can read VSE POWER data 
directly with EASY by means of 
"READ". 
Test period: 30 days 
Maintenance: Free for I year 

" / 11111. 1/11 111d111111>/e ~'""' o/ 1111111. 

and /\11011 /c d':.!.( the\( 11 c p/a( c ur 1hc 
\(/\/((' u/ 0/11 lll\/U/I/(/\ , 

Attn. Sabine Thompson 
Council Los Angeles 
5901 Tellefson Road 
Culver City, CA 90230 
EASYc 1988 COUNCIL EDP- and 
Management Consulting G .m.b .H. 
European Headquarters 
A-1152 Vienna/Austria 
P.O. Box 103 
Tel. 01143 (222) 95 55 77-0 
Fax 01143 (222) 95 95 92 
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ICCF from page 72 

tries during a RESTORE . The payoff for 
using imbedded freespace comes for those 
libraries considered volati le with regard 
to adding and deleting members and in 
expected growth. 

For obvious reasons, the ALTER Ii-

brary command requires that the library 
number be specified . Only those operands 
given on the ALTER command are 
changed. All other attributes remain 
intact as set up by the original ADD 
command. 

FIGURE 1 

II Job 
I I DLBL DTSFILE,'ICCF.LIBRARY',991365,DA 
I I EXTENT SYS011,SYSWK2,1,0,133148,75000 
I I EXTENT SYS011,SYSWK2, 1, 1,426500,204000 
11 ASSGN SYS011,FBA,VOL=SYSWK2,SHR 
I I EXEC DTSUTIL 
FORMAT LIBRARIES(38), USERS(32) 
ADD LIBRARY,MAX(150) 
ADD LIBRARY,MAX(150),FREE(20) 
ADD USER ID(MA01 ),LIB(1 ),PASS(D$ADMN),OPTA(01110111) 
ADD USER ID(MABA),LIB(3),P(MYINIT),MAXST(6000),SEC(18 19) 
I • 

I& 

F I G U R E 2 

II Job 

I I EXEC DTSUTIL 
ADD MEMBER (25,PR730C,SD27(password) / * see note below 
include member 
END OF MEMBER 
I • 

I& 
Note: 25 = Library number PR730C = member name SD27 = Userid 

FIGURE 3 

II Job 
I I DLBL DTSFILE,'ICCF.LIBRARY',991365,DA 
11 EXTENT SYS011 ,SYSWK2,1,0,133148,75000 
I I EXTENT SYS011,SYSWK2, 1, 1,426500,204000 
I I ASSGN SYS011 ,FBA,VOL=SYSWK2,SHR 
I I ASSGN SYS005,TAPE 
I I EXEC DTSUTIL 
BACKUP 
I • 

11 MTC 
I& 
I I JOB 
II PAUSE 
II ASSGN 
II ASSGN 
II TLBL 
II EXEC 
RESTORE 
I& 
I& 

REW,SYS005 

... CHECK BACKUP LISTING BEFORE CONTINUING 
SYS005,UA 
SYS004,TAPE 
DTSRSTR,'DTSRSTR' 
DTSUTIL 

The ADD And ALTER 
User Command 

When adding a new user profile record , 
specify the user ID, Password and the Li
brary. Nearly all of the numerous param
eters available for this command have de
fault values . Be sure you are aware of 
what these values entail and that they ad
here to your installations guidelines (see 
Figure l). 

Once again, the ALTER side of this 
coin is used to modify existing parameters 
but leaves unchanged those not stated . 

Other Major Functions 

DTSUTIL is used to backup and re
store the ICCF/VSE library file. It may 
be used to pull individual members or 
entire libraries from the backup to be 
restored. 

Under ordinary circumstances , DTSU
TIL will be run while VSE/ICCF is in
active. Should the utility be run while 
VSE/ICCF is active, it is allowed read
only access to DTSFILE except for 
the adding or altering of Library and User 
options . 

The ADD Member Command 

To add a member to an ICCF library, 
VSE/ICCF must not be active. Options 
required are: ( 1) the library number to 
which the member will be added (2) the 
name to be given the member (3) and a 
userid to be associated with the member 
(see Figure 2). Optionally, a password may 
be included. If the member is in com
pressed format, the CMPRSD option must 
be included. 

The BACKUP Command 

The BACKUP command may be issued 
to backup the VSE/ICCF library file in an 
interactive partition but there must not be 
any other updating of the file during the 
backup . 

This function will backup to either tape 
or disk. If the backup is to tape , then the 
assign for the backup file, DTSBKUP, 
should be made to SYS005. During 
backup the user profile records are written 
twice , once in their normal occurrence and 
once at the end of the backup file. At the 
final write of the user records, accounting 
information is updated. At the same time, 
the user profile records on DTSFILE are 
also updated . This accounting informa
tion provides data on space utilization . 

If BACKUP is not run in an interactive 
partition, VSE/ICCF must be inactive (see 
Figure 3). 
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When the backup is for a user library, 
a directory listing is output giving a re
cord count by member name . 

everything on the current VSE/ICCF 
library file plus any members on 
DTSMERGE not found on DTSFILE. 

The MERGE Command 
When a restore is made from this 

backup, only the active on-line members 
will be restored . The archived members 
will not be restored, unless RESTORE 
ALL is requested. More later. 

The purpose of the MERGE command 
is to allow archiving of inactive members . 

During execution of this ft,1nction, the 
backup file (DTSMERGE) is input along 
with DTSFILE. The new backup file will 
be in normal backup format and contain 

Both the input file and the output file 
must be located on the same device type . 
If the device type is tape , the input backup 
file must be assigned to SYS004 and the 
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IGHT BACKI 
ON'T BE FORCED TO MYS. 
MVTNSE gives 
you VSE plus: 

84 MB of ieal memory• 
Break through the 16 MB barrier 
Run in real memory above 16 MB 

15 addreH spaces, 258 MB virtual memory 
Run larger applications concurrently 

15 dynamically allocated partitions 
Add 3 partitions, eliminate wasted memory, 
increase multiprocessing by 25% 

Multiple Logical Transient Areas 
Eliminate the bottleneck of a single LTA 

Integrated report distribution• 
Customize report bundles for each user 

Remote CICS print & online report acceH• 
User control of report access with built-in security 

Intelligent job control support• 
Automate VSE job control and 
eliminate operator intervention 

Call today for more information. 
(800)887-4828 
In California (800)887-9851 

~ RJMS!JfTS~ 
1420 Harbor Bay Parkway 
Alameda, CA 94501 

*also available as an extension to VSE/SP 
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output backup file must be assigned to 
SYS005. 

A directory listing is produced by 
MERGE just as in BACKUP, but there are 
some differences in the listings produced 
by these actions. 

On the directory produced by MERGE, 
the first column gives a status code for 
each member. A blank entry indicates the 
member was copied from DTSFILE. An 
asterisk indicates the member was found 
on both input files and that the member 
found on the backup input file has an in
active status. In this situation the mem
ber currently on the VSE/ICCF library file 
will be carried over to the new backup . 
This could present a problem if a mem
ber had been archived and a totally new 
member was inadvertently given the 
same name. 

If you are using MERGE for the ar
chives feature, the asterisk status code 
should be checked carefully to be sure 
you will not be losing a good file. 

Another cause of the asterisk status is 
that the member was restored since the 
last MERGE was run. 

An "N" status code denotes a member, 
active at the time of the MERGE that cre
ated the input backup file , purged from 
DTSFILE. Now this member will be ar
chived; that is, placed on the output 
backup with an inactive status. 

The "C" status is the normal status for 
previously archived files which are sim
ply transferred to the new backup without 
change. 

The RESTORE Command 

When using any form of RESTORE, 
VSE/ICCF must not be active . 

The system RESTORE will load a for
matted DTSFILE from backup. It can also 
be used to change the maximum number 
of user profile records and the number of 
library records . 

If there is a need to change the size of 
DTSFILE or other of its physical char
acteristics, a FORMAT command can be 
placed before the RESTORE. 

When ALL is requested and the backup 
contains archived members , these will be 
restored also. Usually, ALL is not speci
fied and only members active at the time 
of MERGE will be restored. 

If the backup was not created by 
MERGE but by BACKUP, archival files 
will not be a problem. 

Non-common members in libraries 
can be restored to each library directory 
in alphabetical order by choosing the 
SORTED option . 
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Introducing a 
subsystem that 
cuts through 
the bro\Vll tape. 

IBM mainframe users can now 
compress 24 reels of data 
onto one 8mm cassette. 

It's called the 6800 Series Cartridge Tape Drive with 
the FlOll Data Compression Feature. Using IBM's 
SNA compression algorithm, the FlOll enables you 
to put a colossal 4.5 gigabytes onto one compact 
8mm cartridge. Without operator intervention. 

What's more, a fully configured 6860 tape subsys
tem features up to 7 cassette drives, which essen
tially replaces 196 reels . Goodbye stuffed storage 
rooms. Goodbye downloading monotony. 

Of course, the IPL 6800 Series FlOll Feature uses 
no more of your system's resources than a normal 
tape drive operation. And as with all IPL products, 
the 6800 connects directly to your IBM system. 
There's no need for hardware or software alterations. 

So if you' re looking for 
a way to cut through the 
problems associated 
with reel-to-reel backup 
and storage , consider 
the IPL 6800 series . 
It's an innovation that turns a reel hassle 
into a real pleasure. 

Call IPL today at 1-800-338-8ipl, in MA 
(617) 890-6620. Or contact us at 
360 Second Avenue, Waltham, MA 02154. 

IBM and AS/400 are registered trademarks of 
International Business Machines Corporation. 
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PROBLEMS: 
The DOS/VSE Label Area is a performance bottleneck. 
Slow disk, relative to CPU, limits performance. 

SOLUTION: BIM-VIO 
The DOS/VSE 'Virtual' Disk Drive 
and Resident Label Area Product. 
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Think of it as a disk drive with zero seek time and rotational delay, 
having no electrical, air conditioning, or floor space requirements! 

BIM-VIO uses a facility in DOS/VSE/SP called 
"VIO" to map all 1/0 requests for a non-existent 
disk address to a virtual memory area outside the 
normal VSE address space areas. Since this area 
is in virtual storage, references to it are satisfied 
at CPU speeds and no actual disk 1/0 takes place, 
except possibly if memory paging results. The net 
result is a potentially significant performance 
improvement of programs using this area. 

The virtual disk can be used for almost anything 
that does not require permanent retention beyond 
system start-up (IPL). Examples are compiler work 
files, SORT work files, temporary files used within 
or between application jobs. Application programs 
are not affected, the JCL is simply changed to point 
to the virtual disk drive 'address'. 

A built-in aspect of the product is that the DOSNSE 
Label Area is relocated to the virtual disk. This area 
is one of the most frequently accessed in most DOS 
sites, so moving it to the virtual disk should result 
in significant performance improvement to the 
overall system, regardless of any other specific use 
of the virtual disk capability. 

BIM-VIO is priced at $4000 for a permanent 
license, $2000 on an annual lease or $200 on a 
monthly rental. 

B I Moyle Associates, Inc. has been dedicated to 
providing cost effective software solutions, which 
improve system performance and user productivity, 
for over 10 years. For more information on BIM-VIO 
or any of our other quality software products and 
services, call Jim Kingsbury at 612-933-2885 today. 

B I MOYLE ASSOCIATES, INC. 
5788 Lincoln Drive 

612-933-2885 
Telex 297 893 (BIM UR) 

Minneapolis, MN 55436 Member Independent Computer Consultants Assn . 
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The RESTORE Member 
Command 

In the member RESTORE the library 
number given as a parameter of MEM
BER will determine which library on the 
backup file will be searched. If this num
ber is not given in the RESTORE, DTSU
TIL will search for the given number from 
the beginning of the file and accept as 
found the first match. The library where 
this match is made will determine the li
brary to which the member is added if the 
TOLIBRARY option is omitted. 

The TOLIBRARY option must be used 
if the library where the member was stored 
no longer exists on DTSFILE. 

Before the member is added to a li
brary, DTSUTIL checks for duplicate 
members and deletes the duplicate before 
restoring from backup. 

The member cannot be deleted if it is 
a common member. In order to restore 
such a member, the common member must 
be removed from DTSFILE using PURGE 
prior to the RESTORE MEMBER 
command. 

The General Maintenance 
Commands 

DELETE 
The DELETE command is used to reset 

the library header record or user profile 
record specified in the command . 

A library cannot be deleted unless either 
the associated user profile record is also 
cleared or the profile record is altered to 
change the primary/alternate library to 
another library. 

The space used by members and the 
directory attached to a library which has 
been deleted will be released, becoming 
part of VSE/ICCF freespace after the next 
reorganization of the library file. 

At this point, I would like to mention 
that there are several methods of reorg
anizing DTSFILE. Running BACKUP and 
RESTORE is perhaps the most popular 
and efficient method. But, DTSANALS, 
the utility program mentioned earlier, of
fers a REORG command which only runs 
after the ANALYZE command has exe
cuted and has the same reorganizing 
effect. 

PURGE 
The PURGE command is used to delete 

common members , broadcast records, all 
members within a library except com
mon members, members within a library 
that meet specified criteria and message 
members. 
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SHARE 
This command is used to change a 

member or members from Private or Pub
lic to Common. 

In order for this to be accomplished, 
the member name(s) must not be dupli
cated in any other library. 

The DISPLAY Command 

Through the use of DISPLAY, the ICCF 
administrator has access to accounting in
formation which could point out areas of 
library and system usage inefficiencies. 

All options of the DISPLAY command 
may be run while VSE/ICCF is running 
with the exception of the ACCOUNT 
option. 

Some of the accounting information 
available follows: (1) userid (2) library 
assigned to this user (3) number of logons 
to ICCF (4) number of ENTER requests 
(5) number of execution requests (6) total 
execution units used (7) date of last logon 
(8) total space usage (9) total logon time 
( 10) total time in the interactive partition. 

This information continues to be up
dated until a request is made to CLEAR 
the accounting information via the DIS
PLAY Account Clear command. 

Accessing Members 
From Backup 

The PRINT, PUNCH or PRTPCH 
commands are used to reproduce a mem
ber, message or library from either 
DTSFILE or a backup file. 

To give an example, an archived file 
may be restored by first issuing the IN
PUT BKUP command to direct the fol
lowing PUNCH command to access a 
backup file as opposed to its normal ac
cess of DTSFILE. Follow this command 
with the actual PUNCH command to move 
the member to the punch or punch queue . 
Finally, restore the member to DTSFILE 
through the ADD member command. 

The INPUT BKUP command is valid 
only prior to issuing a DSERV (directory 
listing), PRINT, PRTPCH or PUNCH 
command. 

DTSANALS 

The primary usage for DTSANALS' 
ANALYZE function is for recovering from 
a system failure. When the primary ob
jective is either file reorganization for ef
ficiency or recovery from an 1/0 error, the 
BACKUP and RESTORE functions for 
DTSUTIL are recommended. But when 
recovering from a system failure where 
VSE/ICCF was terminated without the 

normal EOJ routine or the ABEND STXIT 
routine was incomplete, the RECOVER 
function should be run. 

The ANALYZE Command 

The first phase of the ANALYZE exe
cution sets a bit map with the location of 
all recognized chains of records. The sec
ond phase then processes any records 
found to be unchained. These are placed 
at the first of the free chain area and will 
be printed . It is then the responsibility of 
the user to determine if these records need 
to be rechained. 

After ANALYZE has completed, the 
next step is execution of the RECOVER 
command. If any updating commands are 
executed between the ANALYZE and 
RECOVER commands, ANALYZE will 
automatically run again before RE
COVER is done. 

Though ANALYZE may be used fol
lowed by REORG to reorganize the VSE/ 
ICCF library file for improved perform
ance, as stated earlier it is better to use 
BACKUP in conjunction with RE
STORE. One reason for this recommen
dation is that with BACKUP/RESTORE , 
location of records used for spool allo
cation is optimized. Also records cap
tured for input and any additions to li
brary members are physically closer on 
the backup file . 

There is much to be said about the 
functions of DTSANALS. So much, in 
fact, that I will leave that for another day. 
But from the information here, you should 
begin to have some idea of the scope of 
this utility. 

IN SUMMARY 

DTSUTIL is the prime VSE/ICCF 
source of library maintenance in the VSE 
environment, but your forethought and 
planning can help make file management 
an integral part of the daily processing 
routine. -=-

ABOUT THE AUTHOR 

Sharon Hooper Martinez is an in
dependent consultant under contract 
with Champion International Cor
poration (Lufkin, TX). Her IBM and 
DP experience spans more than J J 
years including her position as a 
programmer/analyst with both Osh
man' s Sporting Goods (Houston, TX) 
and Temple Associates, a subsidiary 
of Temple-Inland (Diboll, TX) . (409) 
829-5648. 
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JSPF from page 24 

supply ASA carriage controls (for exam
ple, "O" for double spacing) instead of a 
blank line: the zero in column one is a 
change in indentation from the normal 
blank (ASA single spacing carriage con
trol) in column one. 

Getting TF to work in paragraphs for
matted with hanging indents (after the first 
line all lines are indented, such as would 
be used in numbered points or field de
scriptions) requires the RIGHT Primary 
Command. TF only re-formats text in the 
columns being displayed on your screen. 
If you are using a hanging indent of 20 
columns, you would enter the RIGHT 19 
Primary Command to display columns 20 
on. After the display has been moved to 
the right , you would enter TF64 on the 
first line of the paragraph and the text 
would be distributed between columns 20 
and 64 of each line of the paragraph. 

One situation may leave you scratching 
your head, however. If you have column 
bounds set for the member (the BNDS 
Line Command will display the current 
column bounds), only the text within the 
column bounds will be formatted by TF. 
This can make a real mess of your text, 

because text outside of the column bounds 
is left in place, potentially splitting a word 
and leaving the two halves several lines 
and many columns apart. 

Next Time 
Are there other ways to work with text 

using ISPF? Certainly. After all, text for
matting is a popular topic. If you have 
text-related suggestions or any other ideas 
or questions about ISPF, contact MAIN
FRAME JOURNAL . ~ 

ABOUT THE AUTHOR 

Jon E. Pear
kins is President 
of Certified Soft
ware Specialists 
Ltd., a Canadian 
company with a 
worldwide cus
tomer base for its 

line of IBM mainframe systems soft-
ware. Certified Software, 540I5 
Range Road 2I2, Ardrossan, Al
berta, Canada, TOB OEO . Phone 
(403) 998-0607. 
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---TGT---
TGT from page 52 

same order as the non-VSAM files are 
defined in the FILE SECTION of the pro
gram. The DCB addresses are located in 
the PGT which is listed directly after the 
TGT and the literal pool. 

[Directly after the TGT is the storage 
map of I!O control blocks and of WORK
ING-STORAGE. It lists displacements 
from the program beginning and lengths 
of various areas including all DCBs, FCBs 
and WORKING-STORAGE. (The ad
dresses of the areas are not listed if the 
program is compiled with the RENT op
tion . In this case the DCB (for non-VSAM 
files) or the ACB (for VSAM files) can be 
found by using its address located at hex
adecimal displacement '78' in the FCB .)] 

Think of the processing needs of a ma
jor bank . If its overnight processing 
ABENDs and fails to transfer funds to the 
government, more than a million dollars 
in interest is lost . The bank does not want 
to play debugging roulette when one of 
its programs is not working at 3 a.m. 

Even problems of a much smaller mag
nitude are critical to companies. If a prob
lem occurs during a production job that 
must run , you often do not have enough 
time in the day, nor computer processing 
time, to guess at solutions and hope they 
work. Remember that a dump may occur 
after many hours of CPU processing or in 
a program that runs just before daybreak. 
Knowledge and understanding of COBOL, 
including use of the TGT, is sometimes 
the only chance to resolve the problem in 
the necessary time frame. 

The TGT is an important source of in
formation for a COBOL programmer. Al
though the TGT is not an area used by a 
programmer on a daily basis, it often con
tains the key, the vital information, in de
bugging. Its proper use can make the dif
ference between solving and not solving 
a problem . ~ 

Harvey Book
man is President 
of Bookman Con
sulting , Inc ., a 
software devel
opment company 
specializing in 
programmer pro-

ficiency testing. He is responsible for 
the development of the expert sys
tem testing service , TECKCHEK"'. 
Bookman Consulting , Inc., 67 Wall 
Street, Suite 24II , New York NY 
10005 , (2I2) 8I9-I955. 
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NCP from page 32 

If you have EP lines in your commu
nications controller, you will have a sep
arate operating system channel address for 
each EP line. For a PEP, you will have 
both EP channel addresses and the Native 
Subchannel Address . 

Intermediate Network Node 

The NCP provides the capability to re
ceive data that is bound for other NCPs 
or for a VTAM system. The Intermediate 
Network Node (INN) function looks at 
the destination address to see where this 
particular data is going, then looks at the 
PATH tables you provided for routing to 
decide how to forward it to the next point 
along the path. 

All data passing through the NCP will 
be viewed by the Intermediate Network 
Node modules. 

Boundary Function 

The boundary function is done for 
devices which are using SDLC for their 
line protocol and is sometimes called 
the Boundary Network Node (BNN) 
function . 

When the NCP receives data in which 
the address indicates that it should be de
livered to a cluster controller which is at
tached to this communications controller, 
the boundary function is performed. The 
SNA headers for the data are changed to 
eliminate unnecessary information; for 
example, origin and destination addresses 
are changed from network addresses to 
local addresses. In addition, if any data 
is too large to be delivered to the cluster 
controller, it will be segmented as part of 
the boundary function. For a 3274, which 
can receive a maximum of 265 bytes of 
data at once, the NCP will break down 
anything larger into multiple segments 
with no more than 265 bytes in each. 

Link Scheduler 

There are modules which are con
cerned with sending and receiving the 
control information for those SDLC de
vices which are attached. As bits come in 
across the line, scanners in the commu
nications controller pass them to the link 
scheduler programs . The bits are assem
bled into bytes and headers and trailers 
are read and understood . If errors are de
tected, retransmission is requested . Oth
erwise, the data is passed to the INN 
function to be forwarded on the path to 
its destination . 

The link scheduler is also responsible 
for sending data out to devices which use 
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SDLC protocol. Then the headers and 
trailers for the data must be created and 
the data is made available to the scanners 
to be sent. Of course, the data must be 
kept in storage until the receiver confirms 
delivery. 

In cooperation with the scanners, the 
link scheduler polls the clusters on the 
SDLC lines. Polling allows the NCP to 
solicit input from devices on a regular 
basis in the order you specified in the 
NCP gen . 

The link scheduler handles all SDLC 
lines; these include lines to other NCPs 
as well as lines to cluster controllers . 

BSC Scheduler 

When SNA was first announced, most 
installed devices used BSC line protocol. 
Large IMS and CICS systems had BSC 
interactive devices and printers which were 
controlled by BTAM. There were no 
SDLC devices until VTAM and NCP were 
installed. 

In order to help users migrate to an SN A 
environment, IBM provided the BSC 
Scheduler modules as part of the NCP. 
VTAM was able to communicate with 
certain 3270-type BSC devices, allowing 
them to logon to various VTAM appli
cations. If you have devices defined in 
your NCP gen with TYPE= NCP and 
LNCTL = BSC on the GROUP macro , 
you have lines which are using the BSC 
Scheduler. 

This function takes the SNA data for
mat and translates the information into a 
format that can be sent to the device using 
BSC line protocol. The only BSC devices 
that are supported by VTAM and the NCP 
are 3270-type controllers. 

SNI Modules 

SNA Network Interconnection (SNI) 
allows you to connect your network with 
its naming conventions and addressing 
schemes to other networks which may 
have conflicting conventions . To do this , 
you define a VTAM system and its Sys
tem Services Control Point (SSCP) as the 
Gateway SSCP and your NCP as a Gate
way NCP. The Gateway NCP will per
form certain SNI functions, one of which 
is to maintain an alias table to translate 
addresses which come in from the foreign 
network to addresses set aside in your own 
NCP. Therefore , applications which are 
communicating with devices from the for
eign network think that those devices are 
attached directly to the Gateway NCP. 

SNI has allowed many companies to 
exchange information with other firms 

which provide services to them or which 
are suppliers or customers for goods they 
produce . 

Physical Services 

The NCP has certain modules that 
communicate with VTAM to help control 
the resources defined and attached to the 
NCP. These modules are called Physical 
Services modules or sometimes the Phys
ical Unit (PU) for the communications 
controller. If you issue a command to 
VTAM to activate a line defined in your 
NCP gen, 

V NET,ACT,ID = LINE015 

an SNA ACTIVATE LINK (ACTLINK) 
command will be sent from VTAM to the 
NCP. NCP will then perform the nec
essary function and return a response 
to VTAM. 

Every time your operators issue com
mands to start or stop NCP-defined re
mote devices, VTAM will be sending cor
responding commands out to the Physical 
Services modules of the NCP. 

An Important Part 
Of The Network 

The NCP constantly assists the VTAM 
system on your host by picking up infor
mation that is arriving asynchronously 
from devices attached by remote lines and 
by delivering data to those devices. The 
communications controller hardware is 
specifically designed to handle these ac
tivities and has a scheme that allows the 
highest priority task to be running at any 
point in time. Consequently, unless there 
is some unusual problem, there is little 
delay in getting data back and forth from 
the host and the remote device . 

The NCP has proven to be a reliable 
software product allowing you to offer 
your users resource sharing , improved 
performance, better error recovery and, in 
some cases , reduced costs . : 

ABOUT THE AUTHOR 
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ent consultant living in Springfield, 
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for Verhoef Information Packages, 
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ing and education with emphasis on 
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VENDOR PROFILE 

Innovation Data 
Processing 

System Managed Software Tour 
Packs Them In 

W
hy have more than 2,000 stor
age administrators and systems 
programmers from approxi

mately 1,000 of the nation 's largest and 
most prestigious companies been meeting 
in major cities across the country to hear 
one software company speak on system 
managed storage? Why have managers in 
more than a dozen cities sent their best 
technical representatives (and it is not IBM 
making the presentations)? The answer is 
Innovation Data Processing , one of the 
most influential vendors of DASO storage 
management software for large scale IBM 
systems in the world today. 

Actually it should be no surprise that 
the company's extensive install base 
would provide such large, attentive and 
supportive audiences. When Innovation 
introduced what is now its most well
known product, FDR, there was no in
dependent software market offering DASO 
management products for IBM systems -
that was in 1972 . Today, with more than 
6,000 FDR licenses sold, the company is 
the leader in the field and unquestionably 
commands a distinguished audience. 

IBM caused quite a stir in February 
1988 with dual announcements of Enter
prise Systems Architecture (ESA) and the 
Data Facility Storage Management Sub
system (DFSMS). Bold headlines in the 
trade papers questioned if the independent 
vendors of storage management software 
would be able to compete. It has been 18 
months and not only is Innovation still 
around, but also it is packing them in 
across the country. Additionally, the mes
sage being sent seems to be just what cus
tomers want to hear. For the company and 
users of the FDR family of DASO storage 
management products , it will be ''busi
ness as usual." 

The style of the company's presenta-
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Data Processing. 

tion reflects the style of the company. It 
is fast-paced, reliable, based on an abun
dance of technical detail and simply pre
sented . More than anything else, how
ever, it is the level of technical detail that 
elicits a special respect from audiences. 
A comment heard most often is, " Really 
enjoyed listening to a presentation that 
gave a better understanding of system 
managed storage and how to deal with it, 
instead of the usual sales hype ." 

The message that it will be business as 
usual , in the face of what might seem to 
be a formidable endeavor, should not be 
unexpected. When FDR was introduced 
in 1972, it was competing against IBM 
utilities that were provided free with the 
operating system. In 1980, the first year 
ABR was sent into the storage manage
ment fray, it secured two percent of the 
market. Today, better than one of every 
three sites using a DASO storage manager 
use ABR. The company had a stand-alone 

restore for the XA architecture before IBM 
did. It delivered support for the device 
within three weeks of its availability when 
IBM delivered the triple density 3380-K. 
That is quite an accomplishment. How
ever, more importantly, it is a tribute to 
the talent and quality of the staff. 

By maximizing and leveraging the 
company's talents , it was one of the first 
software firms to have its own dedicated 
development machines , having had its 
own OS development machines since 
1975 . Today, there are machines running 
SP, XA and, since January 1989, ESA on 
a 4381-91 E that was installed specifically 
for ESA/SMS development. 

The company's objective is to be rec
ognized by management as the best in the 
business of DASO management. Presi
dent Anthony "Tony" Mazzone urges, 
"Look at our products - FDR, CPK, 
ABR and IAM . DASO management is our 
business. We want to provide products that 
meet your needs. We would not be in 
business now if we hadn't met those needs 
in the past and we know you are going 
to be tough judges of how well we do in 
the future." 

Based on the response to its system 
managed storage perspectives seminars, 
Innovation is not likely to be judged 
poorly. Managers and technicians alike 
seem to appreciate not only the compa
ny 's products , but also its straight-for
ward candor and strength on technical de
tail. These two attributes combine to 
characterize the company's approach to 
its products as well as its way of doing 
business . : 

Vendor Profile is a regular forum whereby a 
vendor is given the opportunity to introduce the 
company and its products to MAINFRAME 
JOURNAL readers. 
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Tunin VSA 
In ex Control 
Intervals Examining 

Index Records By Michael D. Sachais 

There is a misconception about tun
ing index Control Intervals (Cis) in 
today 's DP environment. Most lit

erature you read about VSAM implies it 
will use the proper index CI size for your 
KSDS clusters if you: 1) do not code the 
CI size parameter for the index compo
nent of a cluster or 2) code an index CI 
size which VSAM calculates to be insuf
ficient for the cluster you are defining. 
These implications could not be farther 
from the truth. 

If VSAM calculates that you have coded 
an insufficient index CI size that is too 
small to address all of the Cis within a 
Control Area (CA), it will attempt to ad
just the index CI size to what it deter
mines to be a proper size. The problem, 
however, is that VSAM cannot possibly 
do this effectively because the proper size 
of an index CI depends on the key 
compression occurring in the index com
ponent of the cluster. At the time a cluster 
is being defined, VSAM has no idea what 
the data stored in a cluster will look like. 
It is therefore impossible for VSAM to 
calculate an accurate key compression 
for the key entries to be stored in the 
index Cis . 

This is the first in a series of articles 
discussing VSAM index Cls and how to 
tune them. The series will be broken down 
into three parts, each covering a different 
aspect of index Cis and how to tune them . 
In this article you will learn about the for
mat of VSAM index records and how they 
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are used to store the keys of a VSAM 
KSDS cluster. 

The following two articles will : teach 
you how to print and read index records 
(similar to reading a dump) to determine 
VSAM's key compression rate; and how 
to test and choose the most effective in
dex CI size for a given cluster. After read
ing all three articles you will be able to 
accurately tune index CI size which in 
tum will minimize DASO space utiliza
tion by a KSDS cluster and minimize 
BATCH and CICS processing times when 
processing the cluster. 

How VSAM Adjusts 
Index CI Sizes 

When you define a KSDS cluster, 
VSAM analyzes the index CI size you 
code (if you code one) to determine if it 
is large enough to store all the key entries 
needed to address the Cis in a CA. If 

f I 6 U 

VSAM determines the index CI size you 
coded is not large enough, it will begin 
adjusting some of the parameters you 
coded on the DEFINE CLUSTER com
mand to try to achieve a proper index-to
data size. 

Figure 1 illustrates a partial LIST
CAT for the KSDS cluster named 
MY.KSDS .FILE. In this figure you can 
see the cluster has a data CI size of 4096 
(CISIZE in DATA ATTRIBUTES sub
section) and an index CI size of 1536 
(CISIZE in DATA ATTRIBUTES subsec
tion) . However, when I DEFINED this 
cluster I specified a data CI size of 4096 
and an index CI size of 512 . As a result, 
VSAM adjusted the index CI size to 1536. 
How did VSAM determine that 1536 was 
the proper index CI size to use? 

First, VSAM calculates the number of 
data Cis that will fit into one CA. In the 
LISTCAT in Figure 1 you can see that 

R E 1 
Partial LISTCAT For The KSDS Cluster MY.KSDS.FILE. 

CLUSTER -----·-··· MY.KSDS.FILE 

DATA---------- MY.KSDS.FILE.DATA 

ATTRIBUTES 
KEYLEN----------------------41 AVGLRECL------------------ 156 BUFSPACE--·-------·-·----9728 CISIZE---------:·-----------4096 
RKP ---------------------------- 0 MAXLRECL----------------- 156 EXCPEXIT---------------(NULL) Cl/CA------------------------ 150 
SHROPTNS(2,3) SPEED UNIQUE NOERASE INDEXED NOWRITECHK NOIMBED NOREPLICAT 
UNORDERED REUSE NONSPANNED 

INDEX ---------- MY.KSDS.FILE.INDEX 

ATTRIBUTES 
KEYLEN -----------------------41 AVGLRECL--------------------- 0 BUFSPACE--------------------- 0 CISIZE----------------------1536 
RKP ---------------·------------ 0 MAXLRECL ----------------1529 EXCPEXIT--------------- (NULL) Cl/CA-------·------------------23 
SHROPTNS(2,3) RECOVERY UNIQUE NOERASE NOWRITECHK NDIMBED NOREPLICAT UNORDERED 
REUSE 
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there are 150 Cis per CA in the data com
ponent of the cluster. Next VSAM cal~ 

culates whether the index CI size that has 
been coded is large enough to store the 
key entries for all the Cls in the CA. 
VSAM assumes that the average key en
try in an index record will be eight bytes 
long. The eight bytes are composed of a 
five-byte compressed key and three bytes 
of control information. 

VSAM's assumption of eight-byte key 
entries holds true in a DFP 2.2 environ-

ment. What VSAM determines the aver
age key entry length to be differs between 
VSAM releases. However, regardless of 
the release of VSAM you have, VSAM 
cannot correctly assume the size to which 
your keys will compress and, therefore , 
its assumption of the average key entry 
length will be a generalized estimate. 

If VSAM determines that the index CI 
size is not large enough to store all the 
key entries, VSAM increases the index CI 
size (if possible) to a size that it calculates 

ELIMINATE IDCAMS LISTCATS 
I 

Replace bulky IDCAMS Listcats with LISTCAT PLUS. 
ave time, paper, and recover wasted disk space by using 
LISTCAT PLUS. Lists VSAM entries (including ICF 

~..;:,. VSAM) in a one-line-per-dataset format and flags 
' datasets needing attention. Makes tuning 

SUBMITCEMT 
COMMANDS 

FROM BATCH 
with CICS!CEMT 

suggestions. Also prints a volume 
summary showing space utilization. 
Lists NON-VSAM entries in ICF 
catalogs, too. Purchase for $495 
DOS or $695 MVS . 

OPEN OR CLOSE CICS files from a batch 
job stream. Initiate CICS Tasks. Issue any 

CEMT SET command. START/STOP DLl 
Data Bases (DOS). Allocate and unallocate 

files (MVS). Send messages to terminals. 
Works with up to 99 CICS systems 

on multiple CPUs. Over 1800 users. 
Purchase for $895 (MYS) or $695 (DOS). 

EDIT, COPY, AND DEFINE VSAM FILES 
ISPF based, menu driven utility which 
provides online access to the most regularly 
used VSAM functions: define, delete, 
inCJuire, copy, rename, edit, and browse. The 
edit and browse functions allow easy lookup 
or update of VSAM records. Useful for 
creating and checking test files. Non-VSAM 
datasets, including those with records larger 
than 255 bytes, can also be edited. Sl,295 for 
purchase or $495 for annual lease. 

FROM TSO/ISPF 
ISPF VSAM UTILITY 

AK - Define KSDS 
AR - Define ARDS 
AE - Define ESDS 
AA - Define AIX & PATH 
AL - Define Alias 
BLANK - Detaset/Object info 

E - Edit Detaset 
B - Browse Dataset 
C - Copy Dataset 
R - Rename Dataset 
D - Delete Detaset 

CALL MACKINNEY SYSTEMS FOR FREE TRIAL 
(417) 882-8012 
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to be sufficient. VSAM calculated the 
proper index CI size for the cluster 
MY.KSDS.FILE as: 

8 bytes per entry X 150 data Cl /CA = 1200, rounded 
up to the nearest valid control interval size which 
is 1536. 

Notice that VSAM rounded the answer 
1200 up to 1536. This is because 1200 is 
not a valid index CI size to VSAM. 
VSAM therefore rounded the number 1200 
up to the next valid index CI size (1536). 
If VSAM cannot increase the index Cis 
size to a valid CI size, it will reduce the 
CA size to reduce the number of data Cis 
that will fit in one CA. 

The problem with VSAM's method of 
calculating the proper index CI size is that 
VSAM makes a broad generalization. 
VSAM assumes that the average size of 
a key entry is eight bytes. What happens 
if the keys in your cluster compress poorly 
and as a result the key entries are larger 
than eight bytes? VSAM's attempt to cor
rect the index CI size for you is still 
wrong . 

As you continue through the series of 
articles you will see that the cluster 
MY.KSDS.FILE has this exact problem. 
The average compressed key length in the 
cluster is greater than eight bytes . There
fore , VSAM calculated an insufficient in
dex CI size for the cluster. 

Format Of An Index Record 

Index records are stored in Cls in the 
same way that data records are, except 
that there is only one index record per 
index CI. and there is no FREES PACE left 
in the CI. Therefore each index record is 
stored in its own index Cl. 

The size of each index record will be 
the index CI size minus seven bytes . The 
seven bytes are used for the CI informa
tion . Because each CI will store only one 
index record, the CI information in every 
index CI will consist of: one three-byte 
RDF that contains the length of the index 
record and one four-byte CIDF that also 
contains the length of the index record 
along with the amount of FREESPACE 
(0) in the index record. 

Index Cls are not grouped into CAs like 
data Cis . Instead, they are stored inde
pendently of one another. When a new 
index record is created, it is stored in a 
new index CI at the end of the index com
ponent. Therefore, index set and Se
quence Set Index (SSI) records will be 
intermingled in the index component un
less the IMBED parameter is used . When 
the IMBED parameter is used, the SSI 
records will be stored with the data 
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Cls instead of with the index set index 
records. 

A SSI record can be broken into four 
parts: a header, a list of the free Cl point
ers , unused space and the key entries. 
Each part will be analyzed separately. 

The Index Header 

The first 24 bytes of each index record 
store the index header. The index header 
contains information describing the infor
mation contained within the index record 
such as the length of the index record and 
the start of the unused space in the index 
record . This information will be used to 
calculate the average key compression that 
is occurring to the keys stored in the index 
record. 

The Free CI Pointer List 
The free CI pointer list begins imme

diately after the index header. It contains 
pointers to all of the unused (free) Cis in 
the CA governed by the sequence set in
dex record . The pointers are stored in de
scending order and are used from right 
to left . 

When a data CI becomes used, its 
pointer is converted to binary zeros and 
becomes part of the unused space in the 
index record. A key entry is also created 
for the newly used CI and stored in the 
key entries portion of the index record . 

If all of the data records are deleted 
from a CI causing the CI to become empty, 
the pointer to the CI is re-added to the 
end of the pointer list. Therefore, the CI 
will be the next CI within the CA to be 
utilized. 

The Unused Space 

The unused space in the index record 
is made up of binary zeros . It is used to 
hold additional key entries which need to 
be stored in the index record . Key entries 
are stored in the unused space from right 
to left. The lowest key in the index record 
will be located in the rightmost key entry 
and the highest key in the index record 
will be located in the leftmost key entry. 
Look at an example of how key entries 
are stored in the index record. 

Figure 2 illustrates a SSI record that 
governs a CA containing five Cis. Only 
two of the five Cis are used . Looking at 
the SSI record you can see that the free 
CI pointer list contains the three unused 
Cis in descending order (five , four and 
three) . You can also see that the key en
tries in the index record contain the high
est key in each used CI and a pointer to 
the CI containing the key. To make the 
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example as simple as possible, it is as
sumed that each key entry in the index 
record will be eight bytes long (a five
byte key plus three bytes of control in
formation) and no key compression is 
occurring . 

The rightmost key entry in the index 
record contains the lowest key in the in
dex record (10000). The leftmost key en
try contains the highest key in the index 
record (25941). 

Figure 3 illustrates the SSI record and 
data Cis after record 30000 has been added 
to the CA. VSAM determined that record 
30000 will reside in data CI three . Notice 
that the key entry for the new CI was 
stored in the eight rightmost bytes of the 
unused space . In addition, because CI 
three is no longer unused, the free CI 
pointer for CI three was converted to bi
nary zeros and became part of the unused 
space . 

• VSAM 1/0 Plusni slashes VSAM batch processing time up to 
80 percent. 

• VSAM A~ist TM backs-up and restores VSAM files 70 percent 
faster than EXPORT & REPRO. 

• VSAM Data Compressor1"' cuts VSAM DASD space by 
50 percent. 

• VSAM Space Manager TM pools VSAM DASD and eliminates 
ABENDS due to lack of space. 

• VSAM Quick-Indexni loads VSAM alternate indexes in one
fifth the time of BLDINDEX. 

• VSAM MechanicT"' recovers or repairs broken ICF catalogs and 
VSAM data sets in minutes. 

For more information call 

800-638-9254 
MVS only. 
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Spend a few days now 
and save yourself months 
of problems later with our 

Hi-Tech Education. 

Performance & Tuning 
(0408) 

•How and why 
Structure & function (LSR, 
control blocks, etc.) 
EXCPs 
DASO & virtual storage 
Run time at buffer, 
program & design levels. 
Dataset sharing 

• Data gathering and analysis 
• Modeling techniques 

Database Administration 
(0406) 

•Catalog corruption (diagnosis, 
repair & prevention) 

• Standards Development 
(backup and recovery, 
programming, design, 
conventions) 

• DASO management 
(tools & tricks) 

Public and In-house 
courses available 

For further information 
on these or other courses 

please call Tel Tech at: 

(800) 331-1819 
or 

(212) 514-5440 

39 Broadway, 32nd Floor 
New York, NY 10006 

Tel Jech 
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24 
Byte 

Header 

FIGURE 2 

Free 
Cl Pointers 

I I 

10 Bytes 
Unused Space 

05 :04:03 00000000000000000000 
I I 

04516 09874 

12000 15000 

FREE Cl 

FREE Cl 

FREE Cl 

Key Entry 

25941 

10000 

25941 

Key Entry 

10000 

Cl 1 

Cl 2 

Cl 3 

Cl4 

Cl 5 

An SS/ record containing two key elllries; the SS/ record ~overns a CA containing fi ve data Cls . 

24 
Byte 

Header 

FIGURE 3 

,.,,0 ,NTERS.., u NusEo .---K-'ey'--E_n_tr-=-y-----.---K_e..:..y_E_nt-'ry'------r----Ke....::y_E_n_tr.;..y_--., 
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I I I I I 

05 : 04 : 00 0000 30000 : x : x : 3 
I I I I I 

04516 09874 

12000 15000 

30000 

FREE Cl 

FREE Cl 

I I I 

25941 : x : x : 2 
I I I 

10000 

25941 

I I I 

10000 : x : x : 1 
I I I 

Cl 1 

Cl 2 

Cl 3 

Cl4 

Cl 5 

The key entry f or data Cl three is added to the SS/ record. 
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---VSAM---

An index record will continue to store 
key entries for data Cis as long as there 
is enough unused space to store the key 
entry. When the amount of unused space 
in an index record is insufficient to store 
an additional key entry, the index record 
is considered to be full . If a sequence set 
record becomes full before the unused 
Cls in the CA are used , the unused Cis 
in the CA cannot be utilized . This could 
result in excessive amounts of wasted 
DASO space. 

The amount of unused space left in the 
index record in Figure 3 is three bytes . 
Because each key entry requires eight 
bytes , there is insufficient room in the SSI 
record to store another key entry. There
fore, data Cls four and five in the CA 
cannot be addressed by the SSI record . 
This will result in 40 percent (two out of 
five Cls) of the CA in the cluster being 
wasted. If two out of every five Cis in 
each CA are wasted , DASO space re
quirements for this cluster will increase 
by 40 percent. 

From the above example you can see 
why it is crucial to choose an index CI 
size that can store the key entries for all 
of the Cls in the CA governed by the in
dex record . Knowing the average key en
try length can help you calculate the proper 
index CI size to use. This value can be 
calculated by using the information stored 
in the index records of a YSAM cluster. 

In the next article you will learn how 
to calculate an index CI size that can store 
the key entries for all of the Cls in the 
CA governed by the index record. This 
will minimize the amount of DASO space 
wasted by a cluster. This in turn can re
duce both CICS and batch processing 
times. : 

ABOUT THE AUTHOR 

Michael D . Sa
chais is a techni
cal consultant for 
Management Sci
ence America 
(MSA) where one 
of his responsi
bilities is tuning 

VSAMICICS systems. He has also 
taught numerous classes on VSAM 
and VSAM tuning. His experience in
cludes system design, application 
programming and system tuning in 
an IBM mainframe environment . 
MSA , 3445 Peachtree Rd., NE, At
lanta , GA 30326, (404) 239-2648. 
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CAN YOU AFFORD NOT 
TO TUNE YOUR VSAM FILES? 

(VSAM problems don't just go away) 

Unlike the highly visible 'explosive' problem which causes havoc and demands priority, 
VSAM problems tend to be 'corrosive' and often go unnoticed. The forgiving nature of 
VSAM will usually avoid a crisis, but can lead to expensive DASO and CPU inefficiencies. 

ULTIMATELY, A SOLUTION IS NECESSARY! 
Solution l - Acquire additional DASO, CPU power, technical people or add an extro shift 
. .. This option is very expensive ... and only defers the problem. 

Solution 2 - Acquire CBLVCAT .. . This option involves a fraction of the cost, a 1d can 
solve the problem in a fraction of the time. 

//If 6.1. y~A~ VSAM Monitoring, Tuning/Optimizing and 
~ Modelling for any DOS, CMS, OS, XA system 
Call or write for a free trial and let us help you gain control of your VSAM files. 
Tel: 416/746-4447 Compute (Bridgend) Ltd, 38 Guided Ct, Rexdale, Ontario, Canada 

CIRCLE #38 on Reader Service Card • 
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VSAM·OPTIMIZER 
The Proven VSAM Performance Leader! 

• Opens the batch ''window'', reduces processing time 
• Utilizes multiple Local Shared Resource (LSR) pools 
• Dynamically adjusts the region size if required 
• Dynamically utilizes the XA address space for all 

VSAM buffers 
• Significantly reduces 1/0 and WAIT time 
• Analyzes and dynamically tunes the performance 

characteristics of all batch and CICS VSAM datasets 
• Automatically provides optimum VSAM buffer 

management for maximum efficiency 
• Requires no JCL, Program, or System modifications 
• Easy to install ... less than 30 minutes 

- Call now for a free trial -
(800) 542-7760 • FAX (205) 833-8746 

Q Quantum International Corporation 
''Superior Solutions '' 
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Your building 
block to 
a better 
system. 

VSAMVIEW lets you: Thke some of the 
burden of VSAM management off system 
support staff 
Allow programmers with limited knowledge 
ofVSAM to manage their own VSAM files 
List system catalogs 
List VSAM volumes 
List user catalog aliases 
List VSAM clusters in a catalog on a volume, 
or matching a generic name 
View catalog statistics for VSAM 
clusters and AIXs 
Tune VSAM clusters and AIXs for improved 
performance or space utilization 
Define clusters, AIXs, and paths with param
eters chosen to optimize performance or 
space utilization 

DESIGN STRATEGY 
CORPORATION 
600THIRDAVENUE 
NEW YORK. NEW YORK 10016 
(212) 370-0392 
FAX (212) 949-9781 

ABAX 
38 Avenue Hoche 
Paris. France 75008 
1l>l(I J428922 34 
Fax 11142 56 5112 
Europe 

FORM UU\ COMPlITER 
TECHNOLDCIES INC. 
n Yehuda Heleva 
lei-Aviv 65796 
lsrarl 
Thi 1031614446 Fax <031 611674 
Israel Turkey 

DB SOFnl'ARE SERVICES ISi 
PTE LTD 
101 Cecil Street 
# 24-09 lhng Eng Building 
Singapore 0106 
lei 225 5809 Fax 223 5657 
Pacific Rim 

Call now for a FREE TRIAL 
1-800-331-VSAM 

VSAMVIEW IS AN ISPF-based on-line 
VSAM tuning and management tool. 
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--Age Of A Page-
Age Of A Page from page 22 

second are lost. The same method is used 
for race horses , of course , and their feel
ings are not hurt either. 

LR U 
The UIC update routine is used to im

plement a modified LRU page replace
ment policy. (UIC update is more gener
ally known as the clock algorithm.) Page 
UIC values are used to order all the page 
frames in the system from most recently 
referenced to least recently used . Tech
nically, UIC is a partial order, while pure 
LRU is a total order. 

An LRU total ordering of the age of all 
pages in the system, normally imple
mented as a stack, is considered prohib
itively expensive for large memories. A 
variation of LRU using associative sets is 
used in CPU caches where performance 
is also critical and straight LRU is used 
to manage cached DASD controllers . 

LRU may be more expensive to main
tain, but it is much faster than the UIC 
update or clock algorithm for page re
placement. For instance , SRM knows that 
there is at least one page in the system as 
old as the System High UIC value, but it 
does not know how many pages exist that 
are that old . More importantly, it does not 
know where to find the oldest page with
out searching all of main memory se
quentially. On the other hand , in the usual 
stack implementation of LRU, pages are 
explicitly chained together by age. See 
Figure 1. 

UIC update can be a severe bottleneck 
in a large, multiprocessor with a lot of 
memory to manage and significant paging 
activity to a high-speed paging device. For 
instance, almost any 3090-400 with 
256MB of central storage, plus expanded 
storage for paging may be subject to this 
large system effect . : 

ABOUT THE AUTHOR 

Mark Friedman 
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performance top-

ics at SHARE and CMG . Friedman 
has JO years experience as an MVS 
performance analyst and a developer 
of performance analysis software 
tools. Landmark Systems Corp ., 8000 
Towers Crescent Dr., Vienna , VA 
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Implementing A 
HyperText Proto e On 

An IBM Mainframe 
By Patricia C. McGrew and William D. McDaniel 

D
iscussions of HyperText have typ
ically assumed that the software 
system was running on a PC , a 

stand-alone workstation, some type of 
Local Area Network (LAN) or minicom
puter. Few researchers or writers have ad
dressed the issues involved in bringing the 
concepts behind HyperText or Hyper
Media to the world of the large commer
cial IBM mainframe user. This article ad
dresses that issue and describes how a 
prototype for a functional HyperText sys
tem which runs in a VM environment on 
an IBM mainframe was created. 

Using what was learned from the proc
ess of creating this prototype will make it 
possible to create a viable production 
HyperText system for IBM mainframe 
environments. 

HyperText, HyperDocument 
and HyperMedia 

There are a number of definitions for 
HyperText and HyperMedia . The follow
ing will be used in this article: HyperText 
is the concept of accessing and perusing 
text in a non-linear manner through the 
use of software links between document 
elements, as well as through sequential 
and associative methods . 

It embodies the ability to peruse text 
using links between related portions of one 
or more documents. The term text applies 
not only to words, but also to a limited 
subset of graphic representation such as 
simple flowcharts and other types of line 
art which may be displayed on main
frame-attached graphics terminals. 

HyperDocument describes the universe 
containing a variety of di screte docu
ments which share links. A Hyper-
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Document can contain only one document 
that uses only internal links . At the other 
end of the spectrum are HyperDocuments 
that contain hundreds of discrete doc
uments which share thousands of com
mon links. 

HyperMedia extends the concept of 
HyperText beyond pure text and limited 
graphics to include on-line, real-time ac
cess to all manner of graphics represen
tations , animation, audio and video. 

Why Implement HyperText 
On A Mainframe? 

While many academic and research in
stitutions believe in the use of PCs, LANs 
and minicomputers , corporate America is 
the realm of the IBM mainframe. It has 
a huge investment in IBM hardware, IBM 
look-alike hardware , IBM software and 
software which runs only in the IBM 
mainframe environment. Corporations are 
also great producers of paper. Every piece 
of hardware and software has some type 
of user and reference manual . Internal 
policies and procedures are also put on 
paper and distributed . 

It begins to make sense that many of 
those environments must consider provid
ing on-line access to those documents . It 
makes even more sense to provide that 
access using the same methods and tech
niques which are heralded in trade jour
nals . That means using HyperText and re
lated concepts to develop and implement 
on-line text access and text management 
systems. This type of system can provide 
more up-to-date information to more peo
ple within an organization in a more timely 
manner than is possible when dealing with 
documents on paper. 

While not proposing that on-line man
uals using HyperText links will replace 
paper documents , we, the authors, be
lieve that once the methods for creating 
HyperDocuments in a mainframe envi
ronment are documented and dissemi
nated , there will be a demand from the 
mainframe user community to make man
uals available in HyperText (non-linear) 
format. 

Our Development Environment 

Our primary environment at Image Sci
ences, Inc. (Dallas, TX) is VM/CMS , us
ing XEDIT as the text editor. We use 
IBM's Document Composition Facility 
(DCF) as our primary host-based text 
composition system; in fact, we can run 
DCF Releases 3.0, 3.1 and 3.2. Our lan
guage of choice for prototyping is REXX, 
which we used extensively in the devel
opment of this prototype. Our develop
mental language of choice is C . 

Text Access Styles In A 
Mainframe Environment 

We are primarily concerned with pro
viding on-line access to documents in three 
situations: 
• From within an application program to 

provide access to syntax and execution 
information 

• In a stand-alone mode for the develop
ment , review and approval of on-line 
documents 

• In a stand-alone mode for reference doc
uments not associated with an applica
tion program. 
There are three styles of on-line text 

access which could be appropriate for a 
mainframe environment: associative nav-
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igation, HyperText and HyperMedia. 

Associative Navigation 
Associative navigation encompasses a 

style of on-line text perusal in which the 
user is responsible for developing the 
search arguments and performing the 
search. It does not require any type of 
high-tech user interface, although we be
lieve that the best system permits user en
try into the on-line document and navi
gation within the document using function 
keys or dialog boxes. 

When an associative navigation method 
of on-line text access is provided, only 
one document is accessed at a time. The 
user has a great deal of freedom to browse 
the document looking for information , 
usually with the aid of a table of contents 
or an index to help guide a search. Graph
ics may be included in the document, but 
the ability to display graphics will depend 
on the terminal available. We looked at 
this type of on-line access as an entry point 
from which we might be able to develop 
a prototype. 

HyperText 
The buzzword of the eighties in docu

ment processing is HyperText. We de
fined HyperText earlier, so here we want 
to further refine the definition based on 
our findings as we pursued the prototyp
ing process . 

First, a HyperText-based on-line text 
access system no longer uses words as 
keys in search arguments. It uses some
thing closer to user-controlled Key Word 
In Context (KWIC) searching with the aid 
of predefined links to similar or related 
information items. Access may be to only 
one document or to the larger group of 
related documents we call a Hyper
Document which is structured for non
linear access . 

As we further refined the concepts we 
wanted to explore in our prototype, we 
found it necessary to further divide 
HyperText into several tiers : 

Tier 1: The document author defines 
the keywords (Jinks) which will be avail
able during the search process 

Tier 2: The document reader also has 
the ability to do associative searches 

Tier 3: The document reader can define 
links during the search process, permit
ting a customized reconstruction of the 
H yperDocument. 

The creation of HyperText modules is 
object-oriented, analogous to object-ori
ented programming. The search process 
is built on the use of links and nodes to 
associate concepts across document 
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boundaries. With so much freedom to 
navigate a HyperDocument , the user in
terface becomes important. We believe 
that at this point the most logical presen
tation method is through the use of win
dows which is not common in mainframe 
applications today but will become more 
so. We will discuss this more as we look 
at the development of our prototypes in a 
later section . 

HyperMedia 
The logical extension of HyperText is 

HyperMedia. A HyperMedia is not con
fined to words as the basis of information 

There are three 
styles of on-line 

text access 
which could be 

appropriate for a 
mainframe 

environment: 
associative 
navigation, 

HyperText and 
Hyper Media. 

dissemination . It permits access to ani
mated pictures, videos , voice data and 
CAD-style three-dimensional graphics. 

It became immediately obvious to us 
that, at least in the short term , we could 
not create a HyperMedia prototype for the 
mainframe. Most mainframe-attached ter
minals do not have the resolution to sup
port the types of graphics required for such 
a system. The support hardware and soft
ware to integrate voice, animation and 
video display, with links into all of the 
media for a single HyperDocument , sim
ply are not available to us . 

Project Design 

After we reviewed the various concepts 
in HyperText systems and felt more se
cure in our definitions , we tried to estab
lish goals . These goals came with some 

built-in bias toward what is and is not 
currently possible in a standard IBM 
mainframe environment. First , our goals. 

Goals 
The high goal of developing a proto

type HyperText system for the mainframe 
was to demonstrate the feasibility of such 
a system. We wanted to prove that it is 
possible to use source code which already 
exists in the rather extensive text libraries 
in our environment and recompose them 
for screen display. The problem we had 
to solve was how to maintain the infor
mation provided by font changes (such as 
highlighting and heading level differ
ences) in the document composed for the 
screen that is there when you compose for 
hard copy output. 

When the prototype was complete , we 
wanted to have a system that would per
mit us to distribute technical reference or 
procedural documents in an on-line en
vironment. 

Constraints 
Implementation of a HyperText system 

on an IBM mainframe is subject to sev
eral constraints which guided the design . 
These constraints arose from the interac
tion of a number of factors but mostly 
from the IBM 3270 terminal hardware . 
IBM 3270 terminals are in wide use 
throughout the mainframe user commu
nity and come in a variety of models , each 
having a different set of capabilities. The 
configuration that forms the lowest com
mon denominator is a 24-line by 80-col
umn 3278 with a single font and two lev
els of brightness . The upper end of the 
3270 line generally available in our of
fices is a 3179-G that displays 32 lines of 
80 columns , has seven colors, four ex
tended highlights such as blinking or re
verse video and can display graphics . 

We wanted our prototype to support all 
types of 3270 terminals, so the display of 
high-resolution graphics was ruled out 
although one of the early design goals 
was to simulate font changes via high
lighting and color as much as possible 
on each device. 

IBM 3270 screens are also pseudo-in
teractive . That is, no actual interaction 
with the CPU occurs until the ENTER 
key, a Function key or a Program Atten
tion key, is pressed. This limits the amount 
of direct interactivity the user can have 
with any program. When one of these keys 
is pressed , the program can detect the cur
sor position . Consequently, our system is 
designed around cursor positions and the 
24 Function keys available. Programmed 
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attention keys are not assigned specific 
actions in our prototype . VM assigns de
fault uses to these keys that we felt were 
appropriate. 

The multi-user, shared resource aspect 
of an IBM VM system means that re
sponse time would always be a factor and 
that sharing access to a HyperText and its 
associated link file would be problematic. 
VM Release 4 does not provide protected 
multi-user write access to a file. Typically 
such protection is offered by funneling 
the 110 requests through a VM service 
machine that has sole access to the pro
tected file. 

To address the response time issue we 
decided not to recompose text during dis
play. Rather, all HyperDocument text was 
precomposed and merely displayed . This, 
coupled with a desire to avoid left-right 
scrolling, meant that the window size had 
to be static in width and the composed 
line length had to be relatively small. 

Muli-user write protection is not an is
sue in the current prototype because it is 
a perusal system only. Annotations, when 
they are incorporated, will be personal and 
will not be shared until a later phase in 
the project. 

Ultimately our HyperText system will 
provide collective authoring and review 
facilities utilizing the concept of serial
izing 110 and shared access in the tradi
tional VM manner of a disconnected serv
ice machine. These constraints by no 
means pose insurmountable problems. The 
existing prototype is already quite usable 
for perusing reference documentation . 
Producing a viable and pleasing HyperText 
perusal system while working within the 
constraints posed by IBM mainframe ar
chitecture has proven challenging. 

Advantages 
There were several advantages to using 

the IBM mainframe facility for develop
ing the HyperText perusal system. Since 
IBM 's VM operating system supports vir
tual storage concepts, there was never any 
storage constraint. This meant the system 
could be prototyped without concern for 
optimizing storage usage . If the prototype 
began to run out of storage, a user could 
always define up to l6MB of virtual stor
age and continue . This also meant that we 
did not have to be overly concerned with 
optimizing data structures. There was no 
need to conserve storage for links or text 
files , consequently there was no time spent 
determining how to do this. 

The VM facilities for prototyping are 
quite sophisticated. The REXX language 
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we used to write our system is inter
pretive , allowing for rapid changes. In 
addition, it provides a vast array of func
tions particularly suited for text manipu
lation . The XEDIT facility used to pro
vide full-screen support has a simple and 
efficient interface to the REXX language . 
As well as using XEDIT for the full-screen 
driver of the windowing interface, we also 
used it for management and search of the 
HyperText link database . XEDIT pro
vides both structured and unstructured as
sociative search capabilities. 

A final advantage to developing such a 
system on an IBM mainframe was the is
sue of connectivity. All users in the VM 
system can share access to the Hyper
Documents we build and can add personal 
annotations which are not viewable by 
others. As we enhance the system to al
low group annotations and dynamic link 
definition by readers , we already have the 
mechanisms in place to extend support to 
an environment where multiple users can 
add and delete links, annotations and 
bookmarks. 

Project Definition 

With the knowledge of what we could 
and could not do , we defined our project 
in terms of the minimum features we could 
implement and then built on that base in 
a series of layers . Before we describe the 
base system and the changes that brought 
us through the various layers, look at how 
text might exist in any environment im
plementing an on-line text access system, 
including ours . 

Text Databases 
Many mainframe users have already in

tegrated a host-based composition system 
into their environment. The most com
mon is IBM's Document Composition 
Facility (DCF). Over time most users build 
an extensive text database , often storing 
files so that information which must be 
used in more than one book is stored as 
a separate file and imbedded as required . 
This allows great flexibility in the crea
tion of new books and the maintenance 
of old books . Libraries tend to consist of 
files coded using DCF Starter Set Gen
eralized Markup Language (GML), cus
tom-written GML and SCRIPT control 
words. Documents may be composed us
ing the standard profile (style file) or a 
custom profile. 

We knew it would be necessary to cre
ate an alternate macro library to recode 
some of the macros behind the GML tags 
for display to the screen and to use an 

alternate font profile. We found this to be 
a reasonable trade-off for the flexibility of 
on-line display. 

We recognize that while many sites have 
an extensive investment in host-based text, 
other environments which might be inter
ested in moving to the mainframe may 
have text stored in other formats , such as 
diskettes used with PC-based software, 
workstation-based publishing systems or 
typesetting systems. For these environ
ments there are a variety of translation 
programs already commercially available 
to bring text up to the mainframe envi
ronment in some type of format. Some 
conversions strip all of the previous con
trols out of the file leaving pure text which 
must have the new coding integrated; other 
systems can provide a fairly clean con
version which includes the correct coding 
on the host side. However, these are not 
matters to cover in depth here. 

Finally, we also recognize that some 
environments have no access to a ma
chine readable version of their documents 
at all. For these environments there are 
two options: scan or re-key. If you scan 
the documents you must be sure to use an 
Optical Character Recognition (OCR) 
scanner so that your result is text char
acters in a file and not the bit-pattern of 
the page image . You must have the text 
characters so that you can add the coding 
required for your composition language. 
If you re-key, which is often more cost 
effective than it might initially appear, you 
can have your typists enter most of the 
composition markup during the keying 
process . 

The Base System 
We began by identifying a base from 

which we could work. This was fairly easy 
since we knew that the starting point was 
to use DCF to compose source files which 
already existed for the terminal. This pro
vided a file which could be browsed using 
the facilities already available in XEDIT, 
but the user interface was minimal at best. 

The act of composing for the terminal 
did not change the defined line or page 
lengths , so browsing through the docu
ment meant looking at a lot of inappro
priate page breaks , often in the middle of 
the screen. 

The table of contents was still as ac
curate as the hard copy version of the doc
ument , as was the index. Using them , 
however, only provided a place from 
which to begin the search for the topic in 
question . 

Regardless of the terminal , DCF could 
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not take advantage of color or other types 
of highlighting . Instead, all of the high
lighting and other font changes were pared 
down to changes to upper case, upper case 
and underscored or underscored only. This 
makes it difficult to use font changes as 
a clue to what element in a document you 
are reading. 

Despite the primitive nature of this 
method of providing the material back to 
the screen, at least two people we tested 
this approach on preferred having man
uals on-line in even this crude fashion to 
paging through mounds of paper. 

Layer 1: Reformatting 
For The Screen 
The next logical step was to use the 

facilities provided within DCF to format 
the text a bit more logically for the screen 
without going into the documents to alter 
the coding. The major tasks were to alter 
the line length to 72 characters and change 
the page depth to 25 lines . We also re
defined the fonts to eliminate any under
scoring, since underscores caused for
matting to the terminal which we found 
hard to look at . The underscore had to be 
on a line by itself under the text. 

We also took advantage of the large 
number of symbols set in the DCF profile 
to cut down the number of blank lines 
between document elements, in the run
ning headers and footers and between 
headings . 

The only problem we could not con
quer without touching the source files at 
this stage was to control places where 
formatting had been turned off, causing 
lines to exceed the 72-character limit. 
Even at this point in the cycle we had a 
viable prototype from which to continue 
working. 

Layer 2: Windows And 
Font Management 
The next phase of our project included 

several steps: 
• Incorporate a window interface into the 

system 
• Create a DCF profile to format off-the

shelf DCF documents for display by the 
HyperText system 

• Develop code in REXX to transform the 
DCF output into text that could display 
on a 3270 device with user defined high
lighting substituting for multiple fonts . 
Several months before this project be

gan, we had created a REXX/XEDIT 
windowing system that provided basic 
windowing facilities on 3270 terminals 
under VM . This system provided subrou
tines to: 
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• Open and close windows of varying size 
anywhere on the screen 

• Overlap windows and establish a hier
archy of window interactions 

• Generate and maintain attribute charac
ters allowing for the display of multiple 
colors or highlighting on 3270 terminals 

• Perform input and output in windowed 
areas with automatic clipping. 

Windowing interfaces on 3270 termi
nals are uncommon; having one ready to 
use made it possible to provide a dramat
ically improved look to the system from 
the beginning . Without it, HyperText 
nodes would have to be displayed over 
the entire screen area, overlaying any pre
vious nodes. 

Since one of our prime goals was to 
simulate font changes in printed text while 
remaining constrained to a single-font ter
minal, it became necessary to have DCF 
mark font changes in such a way that a 
program could operate on the composed 
text from DCF and transform DCF's 
marking into 3270 attribute characters. A 
method was found to allow DCF tb define 
up to 256 different fonts when comprising 
for a fixed-pitch IBM line printer. The 
technique involved DCF's ability to de
fine logical fonts as the underscoring or 
overstriking of text . 

DCF uses a profile of control state
ments to symbolically define fonts, spac
ing, page and line lengths and other as
pects of a text composition. By creating 
another new profile which reset line and 
page length , redefined highlight, heading 
and other fonts and redefined spacing 
constants for heading, paragraph and other 
transitions, we were able to leave the DCF 
source code for our documents untouched 
while formatting them into completely 
different looking documents for inclusion 
into the HyperText system. 

A post-processing program was written 
to convert the DCF output that was for
matted for an IBM line printer into text 
suitable for display on 3270 devices . A 
profile was used to indicate what screen 
attributes were to be substituted for each 
DCF generated font. 

Due to limitations of XEDIT it was ul
timately feasible to define only 60 fonts 
to DCF instead of its maximum of 256 . 
This was quite sufficient, however, since 
the screen had only 28 possible combi
nations of display attributes , many of 
which were unacceptable - blinking and 
reverse video text, for instance. 

Because the profile developed removed 
running headers and running footers, the 

HyperDocument elements have no intrin
sic page boundaries. Consequently, we 
dynamically define window depth as a 
function of screen depth and construct 
window heading and footing lines dynam
ically during the display. 

When this phase of the project was 
complete we had several of the final com
ponents of our prototype: 
• A DCF profile that could compose DCF 

source text in such a way that multiple 
fonts were programatically distinguish
able even though the designated output 
device was an IBM single font line 
printer 

• A post-processing program that could 
transform the DCF composed text into 
a HyperText document element suitable 
for display on IBM 3270 type terminals 

• A windowed browser for the post-proc
essed text which could substitute color 
and/or highlighting for font changes . 

Layer 3: Intra-Document Links 
The next step was to tum the windowed 

browser into a basic HyperText system by 
adding links between HyperDocument 
nodes . The goal during this phase was to 
define the link file and its processing, but 
to add only intra-document links . 

The link model we settled on has the 
following characteristics: 
• Source nodes are defined as strings of 

text at specific places in a document 
• Target nodes are defined as a specific 

line of text in a document 
• Links are defined as pointers from a 

source node to a target node 
• There are no intrinsic semantic assign

ments to the links; that is , there are no 
link types 

• Links may have variable length names 
• Links are one way only, pointing from 

a source node to a target node; source 
nodes may be target nodes and vice versa 

• Source nodes may have up to 12 links 
emanating from them 

•Target nodes may have any number of 
links pointing to them 

• It is possible to generate both I reference 
it and It references me lists of links 
and nodes. 
Source nodes are highlighted by a 

unique combination of attributes when 
displayed. When the cursor is inside a 
source node , pressing Function key pro
duces a list of the links emanating from 
this source node. Each defined link is dy
namically assigned to a Function key so 
that when the key associated with a de
fined link is pressed , the HyperText 
system locates and displays a window 
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containing the target node and text fol
lowing it. 

We explored the idea of giving each 
HyperDocument its own link file but de
cided this was unnecessary. XEDIT makes 
it possible to partition the link file by 
source node HyperDocument element 
name and exmaine only the links whose 
start and end addresses surround the cur
sor position. From this list, a menu of up 
to 12 link names can be displayed. 

At this phase of the project all links had 
to be manually defined by editing the link 
file. While we were already designing the 
automated link definition system consist
ing of GML tags and a link resolver rou
tine, we felt that a rapid prototype of the 
HyperText perusal system would serve our 
goals better. Consequently, our link file 
was designed to be edited by hand easily 
and to work well with the REXX/XEDIT 
environment of the prototype. 

At the end of our fourth project phase 
we had more major components of our 
eventual system: 
• A HyperText model which was simple 

yet versatile 
• A few mono-element HyperDocuments 

consisting of a single element and a set 
of intra-document links 

• A HyperText link data structure that 
operates efficiently within the REXX/ 
XEDIT environment of our prototype 
and which allows for multi-element 
HyperDocuments without change . 

Layer 4: Inter-document Links 
Plus User Navigation 
This phase of the project had two items 

as its goals: 
•The expansion of the existing Hyper

Text system to include multi-element 
HyperDocuments 

• The addition of an associative search fa
cility to aid sequential browsing of any 
specific HyperDocument element. 
The first of these two goals was simple. 

Since the link file contained the CMS fi
lename of the HyperDocument element 
that contained the target node, as soon as 
other CMS files were referenced inter
document links were supported . Due to 
the flexibility of the REXX/XEDIT pro
totyping environment we were using, no 
other changes had to be made. 

Providing associative searching capa
bilities involved a bit more effort but was 
accomplished by opening a search argu
ment window and again using the facili
ties of the prototyping environment to 
perform a search. The result is displayed 
either in the current window or in an error 
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window if the search fails. 
While searches are only supported in 

this minimal fashion now, we do intend 
to enhance the capabilities to allow more 
complex search arguments . One of the 
major enhancements will be to offer search 
that is case insensitive which is impossi
ble with the current system. 

The system has not been changed since 
this fifth phase was completed . We now 
have a functional, if minimal, HyperText 
system on an IBM mainframe under 
VM. It has also been ported to C in 
the PC environment. The largest obsta
cle currently is the definition of links 
for the HyperDocuments. Beyond that, 
there are many functional enhancements 
planned which will improve the usability 
of the system . 

Layer 5: Better Perusal 
And Autolinks 
At this time the development directions 

for our HyperText project will diverge into 
two parallel paths. One of these paths will 
concern itself with automating the link 
definition process. The other develop
ment path will concentrate on the addition 
of functionality to the perusal system. This 
will come in two major phases. 

Autolinks 
Automating the link definition path 

will make it possible to write Hyper
Documents from scratch, as well as al
tering existing documents so that they 
automatically generate their linkage in
formation . The automation process will 
have two sides: 
• DCF GML tags used in the DCF source 

to define source and target nodes 
• Post-processing software to process and 

resolve the links. 
DCF source code for our documents 

is marked up in GML which consists of 
tags to define document elements such 
as paragraphs and headings . We intend 
to create a new document element, the 
HyperText node. 

Since target nodes are simply a starting 
point in the text and not a text string, they 
will be marked by a tag that assigns them 
a unique reference ID . Text strings which 
are to be source links will be delimited 
by start and end tags and will note the 
link name and the target's reference ID 
for each link emanating from them. In 
addition, the source node string will be 
placed in a special linkjont which will be 
used solely for the purpose of indicating 
HyperText source nodes. 

DCF allows logical devices with dif
ferent default characteristics such as page 

length and physical output device to be 
defined. We will define a HyperText de
vice that will physically be an IBM line 
printer. The tags will examine the logical 
device and if it is not a HyperText device , 
they will perform no action . In this man
ner it will be possible to leave the 
HyperText node defining tags in the DCF 
source files of our documents when they 
are composed for hard copy output on laser 
printers or other such devices . The tags 
will only become activated when a par
ticular profile and logical device combi
nation is used. 

It will be possible to specify up to 12 
target nodes in each source node defini
tion. Since target nodes will each have a 
unique reference ID, it will be possible 
for any number of source nodes to point 
to a single target node . 

Once composition is complete, the post
processor will begin the task of convert
ing the IBM line printer output into 
HyperDocument files while resolving link 
references to build the final HyperText 
link file. The first instantiation of this 
process will likely be a multi-pass pro
gram that will not be terribly efficient. 
Later versions will incorporate more ef
ficient routines. 

When documents are changed and re
composed, it will be necessary to deter
mine which document 's link definition file 
needs to be integrated into the existing 
link file. We are currently examining 
strategies for performing this link integra
tion function. 

Enhancing Text Perusal 
While development is underway to au

tomate the link definition process , the 
parallel phase of the project, enhanc
ing functionality, will also be proceed
ing. Functional improvements currently 
planned include: 
• Introduction of the ability for readers to 

add annotations 
• Improving associative search capa

bilities 
• Enhancing the help processor 
• Providing user control over windows . 

Adding annotations appears, at first 
glance, to be simple. A window is opened 
and text is entered. A link is then built 
that allows the user to find the annotation 
later. There are problems with this ap
proach, however. 
• How is the user made aware that anno

tations exist and what pieces of text they 
are linked to? 

• How is the annotation file maintained 
across revisions to the source text? Is 
the file maintained at all? 
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• Are annotations always personal and 
private or are they sometimes to be 
shared? If so, how is this accomplished? 
Improving the associative search ca

pabilities will not prove too much trouble. 
XEDIT has sophisticated search capabil
ities which can be employed. Barring that, 
a specific search program can be imple
mented without too much difficulty. 

The help processor, at the moment, 
merely provides a list of Function key 
definitions . Planned enhancements to it 
include: 
• The ability to activate a function from 

the menu 
• Context sensitive help based on desired 

function 
• HyperText links into a full reference and 

tutorial. 
Since the text is now composed without 

page breaks, it is possible to display the 
text in a window of any depth. Window 
width needs to be static because the com
posed text cannot have its width easily 
changed. There is no reason, however, to 
not allow the user to resize windows ver
tically in order to see more text in any 
given window. In addition, users will be 
given the ability to move windows about 
on the screen to better utilize display real 
estate. 

These functional improvements will add 
a lot to the usability of the system as a 
whole. The next and final phase of the 
project will add the last few missing pieces 
to provide a fully implemented HyperText 
system on an IBM mainframe. 

Layer 6: Graphics, Bookmarking 
And User-Defined Links 
The final phase of the project will be 

geared toward adding the most sophisti
cated features of the system. The goals of 
this phase are quite challenging given the 
environment we are working in and will 
require significant innovation to achieve . 
• Add a HyperDocument structure browser 

that can graphically display the links be
tween nodes 

• Add bookmarking facilities as a refer
ence tool available to users 

• Provide real-time group perusal and re
view facilities 

• Allow users to define their own intra
and inter-document links . 
While a structure browser is a logical 

and obvious tool for use with any 
HyperText system, it is one of the most 
difficult to provide to IBM-based users . 
Recall that the terminals we are dealing 
with may have no graphic capabilities, not 
even box characters . In addition , the 

MAINFRAME JOURNAL • SEPTEMBER 1989 
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screen is so limited in terms of width and 
depth that it is next to impossible to dis
play any graph theoretical structures such 

·as a HyperText network . We continue to 
explore options and alternatives, most of 
which center around text and indention as 
the structure indicator. 

Bookmarks are the concept of paper
clipping pages for later referral . In a 
HyperText environment it is useful to ap
ply such marks in a hierarchical fashion, 
so that the user may not only return to a 
point left earlier, but also determine the 
path through the document which led 
there . It is this last, historical, aspect 
of bookmarking which makes it such a 
challenge. 

The most technologically challenging 
goal we face with respect to our HyperText 
prototype is the implementation of real
time group authoring and review facili
ties . Our plans in this area include pro
viding the ability for a collection of users 
to simultaneously review, edit, annotate 
and discuss a common HyperDocument 
on-line, at remote distances . 

IBM mainframe architecture in general 
and the VM operating system in particular 
do not lend themselves to such facilities 
simply, although there have been several 
announcements from IBM of facilities in 
VM which will make this much more fea
sible. Once again, the problem of limits 
on screen real estate and functionality pose 
the greatest challenges . Another major 
challenge, however, will be the coordi
nation and update of group activities and 
annotations . 

We see this process evolving into a full 
computer conferencing system with a 
HyperText interface as the front end. It is 
certainly possible and sensible to think of 
even real-time commentary and discus
sion over a computer network as a kind 
of living HyperDocument , constantly 
being rewritten and relinked. 

As currently instantiated, our Hyper
Text system provides readers with a non
linear but static document. The links are 
preconceived by the author and are cast 
in stone . While we provide a rudimentary 
associative search and will be providing 
better facilities in this area, there is still 
something missing . 

HyperText systems become truly unique 
in documenting technology when they al 
low users to define their own links. This, 
effectively, allows a user to rewrite the 
document on the fly with a personal flair. 
It also adds a danger to the process of 
research . 

One presumes that HyperDocuments 

will be written to be such . The links will 
be significant and intentional on the part 
of the author. A question must be raised 
as to the validity of allowing readers to 
rewrite such a document to fit their own 
tastes. The entire meaning of a Hyper
Document could be changed by a reader 
given such a facility. On the other hand, 
a reader may divine insights and signifi
cant associations specifically by building 
personal links. 

The entire question may be academic 
in that such personally defined Hyper
Documents can be made strictly personal 
either by: 
• Allowing users to track through only 

their own personal link files if they have 
defined such 

• Clearly delineating the author's Hyper
Document structures from the readers' 
structures when such exist. 
In either case, however, personal 

HyperDocument definition facilities pose 
philosophical as well as technological 
problems and will be all the more inter
esting to solve because of that fact. "=' 
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TECH ADVISOR 

Q Why do I need to journal VSAM updates created by batch 
programs in an MVS environment when I already have CICS 
doing the journaling? 

A CICS journaling will journal only YSAM records that have 
been updated by CICS transactions . If VSAM updates occur in 
a batch environment, you need to either backup the entire da
taset prior to running the batch job or create a journal of records 
that are being updated by the batch job. This assumes that you 
desire ~o recover the YSAM dataset if an error occurs during 
processing. 

If you elect the backup method, you may be expending re
sources (CPU, DASO I/O, TAPE I/0) over and above what is 
necessary to maintain an adequate recovery process. By using 
an MYS journaling utility, you only journal those records that 
are being affected by the batch job. 

Many recovery packages on the market today allow users to 
combine both batch and CICS journals to effect an entire dataset 
recovery. This can simplify the recovery process when the da
tasets are updated in both environments. 
(Answer provided by the Davis , Thomas & Associates Hotline staff in 
Minneapolis , MN) 

Q Why do I need to archive my journal backups? 

A You do not need to , but it is highly recommended . Depending 
on your shop, on a daily basis you may be creating one or more 
journal files for each CICS that is running. Or, in the case of 
journaling batch updates , you may also be creating several of 
those journals on a daily basis . When a journal fills , it can 
require manual operator intervention to back up the journal file . 
Archiving is a method of automatically backing up journals and 
maintaining a record of what is contained on each journal backup. 
This can speed the recovery process when such a need arises. 
(Answer provided by the Davis , Thomas & Associates Hotline staff in 
Minneapolis , MN) 

Q Can I code my own journaling routines for journaling 
updates that occur in batch? 

A Yes, of course you can. However, it can be difficult to de
termine just when YSAM will commit the write to the file. 
Depending on the dataset definition , your application may say, 
"Do it now," and VSAM may do it later. Also, you need to 
code journaling routines into every batch program that runs and 
also provides a process that will allow you to recover the dataset 
from the journal . Then you need to standardize the recovery 
process so that operations can recover datasets without program
mer intervention (we have enough to do as it is now) . 

In summary, it can be done. 
(Answer provided by the Davis , Thomas & Associates Hotline staff in 
Minneapolis , MN) 

Q We are a VM/VSE/CICS shop and are trying to use a 
VM-owned line on a remote controller through a 3705 which 
would allow us to have CICS and VM on the same controller. 
We understand that the terminals need to be defined to CICS 
as local and the line is taken away from VSE. But, after we 
added two printers on the line, the terminals stop until the 
printing is done. What is causing this? 

A We have experienced this in one of our sites already. What 
seems to be going on is that the SDSCI definition in CICS is 
treated as a Physical Unit (PU) to VTAM . When the printer is 
printing it ties up the ENTIRE PU, that is , anything under 
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TYPE= SDSCI. The solution is to put an SDSCI in front of 
every printer you have so it does not tie up the entire SDSCI 
block. We also put a TYPE= SDSCI in front of the terminals 
and this seems to help the response . 
(Answer provided by Dale Holtberg and Paul Alden of Davis , Thomas 
& Associates, Minneapolis, MN) 

Q We are a VTAM VSE/CICS environment. We have cur
rently added more terminals to the TCT and we are running 
out of non-pageable buffer pool memory. We have been told 
to use the ITLIM parameter in VT AM to take care of the 
memory allocation at open time. When we change this pa
rameter to a low number, we seem to run out sooner. What 
are we missing? 

A Only a few parts are missing. First of all, we are assuming 
that you are using connect= auto in the TCT. Next , your infor
mation about the ITLIM parameter is correct; however, one 
more piece of information needs to be addressed. When CICS 
is running as a VTAM application, CICS will use OPNDST 
ACQ and SIMLOGON instead of a plain OPNDST. The prob
lem is that ITLIM is controlling the plain OPNDST. When CICS 
issues the SIMLOGON or OPNDST ACQ for a connect= auto 
terminal, it goes to VTAM and an OPNDST is performed. How
ever, CICS is still firing the other connect= auto terminals SIM
LOGONS or OPNDST ACQ . Storage is excessively used and 
the VPBUF area is flooded. When the ITLIM is lowered (under 
the above circumstances), the SIMLOGON and OPNDST ACQ 
are being fired off to VTAM much faster than the OPNDSTs 
are performed so the buffer fills up sooner. A solution is to 
remove the connect= auto statement and use the logmode = 
parameter in VTAM instead . Then the ITLIM OPNDST con
trolling function will perform as stated and the storage pools 
will not become excessively used at startup. 
(Answer provided by Dale Holtberg and Paul Alden of Davis, Thomas 
& Associates , Minneapolis , MN) . 

Q Can I attach a digital modem to any telephone line? 

A The straight forward answer to your question is that there is 
not such a device as a digital modem . Let me explain the dif
ference between analog and digital circuits and this will more 
fully answer your question. 

Analog circuits use modems to convert the computer's digital 
(ls and Os) signal to analog electrical signals. These electrical 
signals are then sent over the same types of lines that you use 
for telephone calls. 

The clocking (speed at which data is transmitted) is deter
mined by the modem in the analog circuit. 

Digital circuits use a different type of facility than voice lines , 
so the digital signal does not have to be converted to analog 
electrical signals. Because digital circuits require special tele
phone company switching equipment, this equipment is not 
available everywhere. With digital circuits, error rates are dra
matically lower (better) than for analog circuits . 

Clocking for the entire U.S . digital network is done by one 
clock and you order a certain speed circuit - not modems of 
a certain speed. There are no digital modems, but there is a 
piece of equipment called a Digital Service Unit (DSU) that 
sits where the modem would go. Data communications people 
generally refer to DSUs as modems , thus further confusing 
the issue . 
(Answer provided by Steve Steinmetz, Davis , Thomas & Associates, 
Minneapolis, MN.) 
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Our laser printers 
give new meaning to"sharing" 

Until now, sharing has been pretty one-sided: several 
workstations had to share one laser printer. But Printer 
Systems has redefined the idea of sharing. Now a laser 
printer can share across several dimensions. 

Different platforms 
Printer 

Systems laser 
printers can 
be shared by 
several diffe
rent kinds of 
computers. 
Like IBM. And 
DEC. And, of course, 
PCs. All at the same time. Coax, twinax, parallel, and serial 
connector ports are provided on all our laser printers. 

Different applications 
And you can get some 

pretty fancy things out of 
these different computers, 
without a lot of program
ming. Like barcodes. And 
FlexFonts from BitStream, 
with access to over 2,000 
fonts . So now your mainframe 
can do what you thought you needed a PC for. 

Different personalities 
With Printer Systems' 

new laser printers, full 
emulation of the IBM 
3812, the DEC LN03 
Plus, and the HP 
LaserJet II is a given. 
In fact, our printers 
not only come standard 
with all the same fonts as IBM's, DEC's, and HP's laser 
printers, but our font matrices are precisely identical to 
theirs. So ours print exactly the same as theirs. 

Real compatibility 
Complete com

patibility is a given, 
too, right down to 
the resolution. Like the IBM 3812, you can have 240 dpi 
for IBM applications. Or 300 dpi like the DEC LN03 Plus 
and the HP LaserJet II. In the same machine. Switched
not scaled-by the machine itself depending upon 
the application. 

Introducing the lntelliprint 218• 
Printer Systems' new 

Intelliprint 218 permits all 
this sharing without 
giving up perfor-
mance. Its 32-bit 
RISC technology means ~~~~~~;J 
that its real throughtput is 
the rated speed of 18 pages 
per minute. And its peak 
duty cycle of 50,000 pages per month means it can handle 
however much you demand of it. 

And the lntelliprint 106• 
Sometimes, you 

can have too much of a ,4 
good thing. So Printer 
Systems developed the 
Intelliprint 106. It, too, 
is based on 32-bit RISC 
technology, so its 6 
page per minute rated 
speed is its real 
throughput. And its duty cycle of 3,000 pages per month 
is ideal for lower-demand situations. 

Open architecture on a PC bus 

MICRO
PROCESSOR 

IPDS 

RAM 

FLEX 
FONTS 

PRINTER 

ENGINE 

DISK 
CONTROLLER 

CLOCK 

Printer Systems has also redefined "sharing" by 
putting a PC AT inside the Intelliprint 218. That provides 
all the functionality of a dedicated workstation. And, like 
any other workstation, it affords the flexibility to add 
options, like a LAN interface, for instance. 

Wait, there's more 
In fact, there's a lot more. Printer Systems has more 

up its sleeve, like spooling. And real-time, automatic 
switching between interfaces. And different graphics 
emulations. But we can't tell you about all of it yet. At 
least not here. Why not give us a call at 1-800-638-4041? 
We'd be delighted to fill you in. So you can start sharing 
the way sharing was meant to be. 

Compatible in every way 
Printer Systems Corporation, Corporate Headquarters: 9055 Comprint Court, Gaithersburg, Maryland 20877 

(301) 258-5060, (800) 638-4041, Fax: (301) 926-7333, Telex II : 710 828 9621 

IBM and IBM 3812 are registered trademarks of International Business Machines Corporation . DEC and LN03 Plus are registered trademarks of Digital Equipment Corporation . HP LaserJet II 
1s a registered trademark of Hewlett Packard Corporation . FlexFonts and Bitstream are registered trademarks of BitStream Corporation . 
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PRODUCT UPDATE 

SQLIPM, Performance Monitor 
For SQLIDS Announced 

VM Systems Group recently an
nounced, SQL/PM, a new real-time per
formance monitor for the SQL/DS rela
tional environment for the VM operating 
system. SQL/PM is designed to address 
the serious performance issues that come 
with use of SQL/DS. The product focuses 
on providing organizations with compre
hensive, real-time capture of SQL/DS re
sources at the database , agent and user 
level. Provisions are included for the col
lection of historical data that can be used 
in trend analysis or capacity planning . 

For more information contact Bruce 
Mancinelli at VM Systems Group, Inc. , 
(800) 233-6686 or: 

Circle #200 on the Reader Service Card 

AF/REMOTE Adds Beeper To 
Speed Problem Resolution 

Candle Corporation announced that its 
most recent OMEGACENTER product 
release, AF/REMOTE Version 150, en
ables users from remote locations to di
agnose and solve crucial system problems 
day or night at the speed of a phone call. 
The product is said to alleviate time-delay 
situations of having to wait for the " ex
pert" to rescue the system . The new ver
sion of AF/REMOTE includes an auto
matic paging feature that beeps support 
technicians on- or off-site when specific 
events occur on the host. It permits op
erators to access hardware consoles, the 
operating system console, VTAM appli
cations and even non-VTAM applications 
from a single host-connected PC in the 
data center, providing the ability to com
pletely IPL, control and monitor a sys
tem. Using modem access, remote PCs or 
ASCII terminals can connect to all these 
functions. 

For more information contact Jan 
Gruenwald at Candle Corporation , (800) 
843-3970 or: 

Circle #201 on the Reader Service Card 

VITAL SIGNS Provides VM 
Users 22 Enhancements 

VITAL SIGNS Version 4.0, BlueLine 
Software's VM performance monitor, in
cludes 22 major enhancements . The new 
version includes RECALL, which pro
vides real-time access to historical data 
previously collected by VITAL SIGNS 
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which is readily available on DASO. It 
also includes monitoring of (CMS) re
sponse time , scheduling of time and event 
commands , reporting by performance 
groups, minidisk activity seek and na
tional language support . Increased secu
rity, extension of report writer capability 
and user ability to customize VITAL 
SIGNS are other features of Version 4.0 . 

For more information contact Denny 
Yost at BlueLine Software , Inc ., (800) 
826-0313 or: 

Circle #202 on the Reader Service Card 

POINTER CHECKER PLUS 
Provides High-Speed Pointer 
Verification 

BMC Corporation 's POINTER 
CHECKER PLUS is a new product that 
provides high-speed pointer verification 
for full -function databases during the IMS/ 
VS image copy process. With the prod
uct, users can check pointers with each 
image copy while increasing elapsed time 
by less than five percent. This allows 
pointer verification on a more timely and 
frequent basis , greatly increasing data in
tegrity. POlNTER CHECKER PLUS also 
provides stand-alone verification to track 
down pointer errors after they have been 
detected , allowing for quick problem 
analysis and resolution because of faster 
verification and detailed error analysis . An 
ISPF interface is provided for on-line ac
cess to reports , option specification and 
JCL generation and it allocates most re
quired datasets. 

For more information contact Sandy 
Richardson at BMC Corporation , (800) 
841 -2031 or: 

Circle #203 on the Reader Service Card 

VSEIXRM Extends Real Memory 
Addressing Capacity To 64MB 

Software Pursuits has announced the 
availability of VSE/Extended Real Mem
ory (XRM) , an extension to IBM's VSE 
operating system. VSE/XRM allows the 
VSE/SP operating system to address up 
to 64MB of real memory. VSE/XRM takes 
advantage of a hardware feature known 
as the Extended Real Addressing Facility 
(ERAF) which is available on all main
frames that support more than l 6MB of 
memory. The product is transparent to the 
VSE operating system , requires no source 
code modifications or changes to existing 
software . It is compatible with VSE/SP 

Release 3. l and higher and runs in a na
tive VSE environment under VM/HPO 
using Preferred Machine Assist (PMA) , 
under VM/XA and under PR/SM. There 
are no known incompatibilities with any 
IBM system software, third-party system 
software or any application systems . 

For more information contact Ed 
LeClair at Software Pursuits , Inc., (415) 
769-4900 or: 

Circle #204 on the Reader Service Card 

CICS Shops Conquer 
Compressions 

Axios Products has significantly en
hanced its FETCH and FETCH/XA CICS 
performance software products. The 
FETCH products, which reportedly im
prove CICS performance by providing 
more efficient program loading , now pro
vide significant CICS program compres
sion relief. By monitoring the amount of 
DSA available for program storage, the 
FETCH products can release low-use pro
grams before DSA goes " short on stor
age" and is forced into a compression . 
The result is said to be further improved 
CICS performance because compression 
is infrequent or never. The user controls 
the activation of this feature depending on 
whether or not CICS compression is a 
performance factor in the shop. 

For more information contact Linda 
Curto at Axios Products , Inc . , (516) 348-
1900 or: 

Circle #205 on the Reader Service Card 

DRIVFI Facilitates Application 
Recovery In Disaster Planning 

Systems/Software Engineering has an
nounced the availability of DR/VFI which 
provides a software solution that identi
fies vital files needed to effect recovery 
of application software . S/SE's vital file 
identification technique ensures that a 
systematic approach is being taken in the 
identification and storage of critical data 
which is vital to the business resumption 
process . The product eliminates the need 
to save entire DASO farms for recovery 
purposes and greatly reduces the manual 
efforts associated with keeping recovery 
plans current. 

For more information contact Frank 
DeBella , Systems/Software Engineering , 
(215) 341 -9017 or: 

Circle #206 on the Reader Service Card 
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. .. to join the recognized leader in the 
software industry. BMC , ranked first by 
Business Week magazine in per-employee 
investment in research and development, is 
looking for qualified software personnel. BMC 
Software employee.s design , develop , market 
and support systems software products to 
enhance IBM mainframe technology. 
Opportunities are available for : 

Product Developer/Programmer 
Requirements Include: 
• Previous product design or development in 

one or more of the following IBM systems: 
• MVS/XA • MVS/ESA • VTAM 
• GIGS • IMS • DB2 
• Strong 370 Assembler Progamming 

Skills 

Product Support Representatives/ 
Systems Programmers 

Requirements Include: 
• Excellent testing , quality assurance and 

diagnostic skills 
• Excellent oral and written communication 

skills 
• 4-5 years experience in one of the 

following technical positions . 
• Installation , support and maintenance of 

VTAM , GIGS and RACF 
• Installation, support and maintenance of 

IMS, DB/DC, DB2 
• Installation , support and maintenance of 

VM/XA and MVS/XA 
• Strong 370 Assembler programming skills 

Technical Writers 
Requirements Include: 
• Experience in writing technical 

documentation for systems software 
• Familiarity with TSO/ ISPF and SCRIPT is 

highly desirable 
• Experience with at least one of the 

following IBM mainframe systems: MVS , 
VM , IMS , GIGS , and DB2 

At BMC, serious technical professionals will 
discover an atmosphere uniquely conducive 
to both professional and personal growth. Be 
a part of the continuing growth where talent , 
dedication and an innovative spirit have made 
BMC Software an industry leader in software 
development. 

If you are a non-smoker and meet the 
above requirements , send your resume in 
strictest confidence to : 

rnli'fil@ 
SOFT\AIARE Attn : Personnel 

YYI-\ P.O. Box 2002 
Sugar Land , Texas 77487-2002 

Equal Opportunity Employer M!F/H/V 

LEADING EDGE 
TECHNOLOGICAL ENVIRONMENT 

San Antonio, Texas 
Work for the company that. .. 
• Keys 5,200,000 full function IMS transactions dai ly (7 million projected by 1990) 
• ls known for using technology as a strategic weapon 
• Assisted in developing an "Image of the Future" for IBM• 
• Has a 4 day work week 
• Provides a flexible benefit package 
• Works with tomorrow's technology ... today 
ISO is comprised of seven departments: 
Planning and Administration; Property & Casualty Systems; Financial Services Systems; Financial 
& Corporate Systems; Claims Systems: Computer Center; Business Systems Communication. 

PRODUCTS & SERVICES: 
• Property & Casualty Insurance • Investment Services • Discount Brokerage Services 

• Banking Services • Satellite Communications Company •Travel Services • Buying Services 
• Life and Health Insurance Annuities 

We are currently seeking Systems Programmers who have strengths in the following areas: 

DATABASE MANAGEMENT 
Requires 5 years experience in IMS application programming, including: 
• Proven experience in design, performance and tuning of IMS databases 
• IMS applica tion dump debugging ski lls 
• Experience with DB2 table maintenance a plus 

IMS PERFORMANCE AND TUNING 
Requires 2-3 years IMS systems programming experience with: 
• IMS app lication programming skills 
• Knowledge of MYSIESA concepts. IMS internals and basic performance management tools 

CICS SYSTEMS PROGRAMMER 
Requires 1-2 years experience as a ClCS Systems Programmer, including: 
• Experience in CICS programming, dump debugging, SMPE maintenance and system administration 
• Knowledge of MYSIESA concepts and CICS internals (1 .6 or higher) 
• Experience with MRO and ISC a plus 

NETWORK MANAGEMENT SUPPORT 
Requires a minimum of 8 years experience in IBM's Systems Network Architecture with: 
• Proven understanding of SNA Control and Flow, Problem Determination. and transmission 

protocols 
• Proven experience in YTAM. NCP. Net view and Communication Controllers 
• Experience in Network Capacity Planning, Modeling, Tuning, Automating and Monitoring 

STRATEGIC SYSTEMS DEVELOPMENT 
Requires 3-5 years experience in systems programming on large IBM mainframe with: • Emphasis 
on CICS 

San Antonio, the 9th largest city in the U.S., has many amenities to offer. .. a scenic Riverwalk, the 
symphony, live theater, fine dining, night life, professional sports, cu ltu ral events, as well as 5 major 
institutions of higher education. 
Qualified candidates please send rcsume i o: 

USAA 
USAA Building 

San Antonio, Texas 78288 
Attn: Employment & Placement/ TLL MJ 

•A> appeared 1n IBM \ full page ad in ·· rhc Wall Stree t Journar : September 23. 1988. 
A n Equal Opport uni ty 1:.mplo}er. MIJ-. . Principals only. plca!)C. 

~ 
USAA 

Looking For IBM Mainframe Expertise? 
Place your recruitment ad in MAINFRAME JOURNAL and you 'll reach 
more DP Managers, Systems/Applications Programmers, and Operators 
with IBM mainframe expertise than any other publication. 
MAINFRAME JOURNAL is still the only publication specifically targeted 
to DP professionals in organizations using IBM mainframe systems. 
Why pay almost twice as much tor a recruitment ad in a generic DP 
publication that reaches fewer of the people you are looking tor? 

For more information, contact Diane Dishman, 
Marketplace Ad Sales, at (214) 343-3717. 
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Mergers And 
Acquisitions 

Steroids Or Hemorrhoids? 
By Willard J. Cecchi 

Computer Associates buys Cullinet Software, Duquesne 
and Morino merge then acquire BST; IBM invests in 
Computer Task Group Policy Management Systems , 

MSA and others for a total of 12 deals so far in 1989, YM 
Software buys System Center and then changes names . 

The list of merger and acquisition deals seems endless. 
Each year the pace increases. A fact borne out by the new 
Broadview/ ASAPSO report, showing acquisitions of 
information services/software firms was up 21 percent in 1988 
counting the number of transactions. The value of these deals 
leaped 70 percent at a time when the total M&A activity 
across all industries has been flat for the last 10 years. The 
pace seems to have slackened so far in 1989 with the number 
of software related deals down 12 percent. However, our 
interest in this situation is heightened when companies we 
know which played a founding part in the mainframe software 
business are acquired. 

What Are The Benefits? 

Everyone has an opinion on this frenzy of mergers, 
acquisitions, LBOs, strategic partnerships, hostile takeovers 
and related activities happening in most business sectors 
including mainframe software. Is this the law of the jungle, 
survival of the fittest, big fish eating little fish, terror on Wall 
Street or is there some actual benefit? 

If you've listened to the horror stories which seem to 
follow each Computer Associates acquisition, you're probably 
thinking there are benefits, unfortunately, none of them good, 
at least for users . If you own a software company and need 
capital to expand or are a customer who wants the comfort of 
dealing with a larger company or a shareholder in a software 
company, you might feel more positive . 

I've been lucky (?)enough to experience all sides of the 
M&A event. I've been part of a company that was acquired, 
I've used products that were discontinued after an acquisition 
and I've participated in several acquisitions. To date , for 
example, BlueLine has done six company/product acquisitions 
in building our current product line . As a result of my 
experience, I believe, all three parties - buyer, seller and 
user - can benefit if the deal is done right. 

The beneficial aspects to the buyer and se ller are financial. 
Sellers get capital for expansion and development, a return on 
their hard work , liquidity and access to new markets. Buyers 
can fill in the gaps in their product line, enter new markets , 
such as DEC, and expand their customer base by acquisition 
with less risk than starting from scratch. The software 
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into new and growing areas strategic to their future. so com
panies with no previous interest in marketing computer soft
ware are buying into our industry (that is , GM 's EDS deal ). 

What About The User? 

That's great you say, but how does the user get anything 
out of these deals? 

First, assuming the deal isn ' t being done on the bridge of 
the Titanic, the merged company is stronger and better able to 
provide support. Historically, mainframe software companies 
have been thinly capitalized. Many began in the proverbi al 
garage and were boot strapped by the technical founders. 
With a growing customer base , they may not be able to 
continue developing and supporting the product in keeping 
with user demands. Now, the merged company, with 
increased resources and a larger customer base , should 
improve support. Of course. the company may choose not to , 
hence the horror stories. 

Secondly, users frequently get a broader choice of products . 
Many small companies or individuals have demonstrated great 
creativity in developing innovative products but don ' t have 
the necessary marketing capabilities to reach prospective 
customers. A company that acquires these products and brings 
them to the marketplace gives users a better choice of 
solutions. Users also deal with a familiar supplier. The R&D 
funding available after an acquisition means improvements to 
the acquired product such as additional features, support of 
additional operating systems or new hardware platforms . 

Thirdly, M&A can also result in reduced costs to users as 
the product is offered to broader markets, new financing 
options are made avai lable and competition gets stronger. 

Acquisitions And Steroids 

Acquisitions, like steroids, can deliver faster growth and 
increased strength. Also, like steroids they can have 
undesirable side effects, dropped products, poor support and 
confused sales coverage which brings to mind the other word 
used in the title. 

My view of acq ui sitions is positive: there is no shortage of 
great product ideas waiting to be developed . Knowing that 
there are companies interested in acquiring products provides 
fuel for the individual software entrepreneur. 
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Why ADABAS 5 is thousands of dollars faster. 

The investments your organization makes in its data base technology will 
ei ther cost it a fortune-or save it one. That's why you need a DBMS that 
assures optimum performance in a high production environment: ADABAS 5. 

In a recent series of standard, fully scaled benchmarks, audited by Coopers 
& Lybrand, ADABAS 5 proved again that it is thousands of dollars faster. Each 
benchmark was conducted on a National Advanced Systems AS/EX™lOO (equiv
alent in power to an IBM 3090 SOOS). 

In the standardized TPl debit-credit benchmark, ADABAS 5 worked with a 
data base containing 1 million accounts. The results: a record-breaking 388 
transactions per second (tps)-99 .3% serviced in under one second! 

For the first time, an authentic ETl debit-credit benchmark was conducted 
with ADABAS 5 managing 10 million accounts. The results: 167 tps (from 
terminal in / to terminal out)-99.5% serviced in under one second! 

These figures represent major savings in time and money. But they're not 
surprising-at least not to the thousands of organizations which already use 
ADABAS 5. 

They expect more performance. Plus the benefits that come from 18 years' 
experience in DBMS technology:-relational functionality which allows adapt
able data structures and fast information retrieval based on multikey criteria
document management and free text retrieval-24 hour processing in a fully 
integrated DB/ DC environment-portable applications across various hardware 
and operating systems-distributed processing-entity relationship data bases 
with recursive retrieval functions for knowledge-based systems. 

Discover how much more profitable your DP organization can be. Conduct 
your own ADABAS 5 benchmark, using your own data and application profile 
in your own production environment. The facts will speak for themselves. 

"'' AS/ EX is a tradcnurk of National Adv~mced Systems Corporat ion. 

Demand the 
performance 
and function
ality only 
ADABASS 
can offer. 

To order your free 
copy of the ADABAS 5 
Benchmark Report, call 
toll-free: 
1-800-843-9534 today 
(In Virginia or Canada, call 
703-860-5050.) 

t: soft:WAAE AG 
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