


























































































































































which does respond. The responding station 
number is written into register NA so that this 
scanning procedure need not be repeated on sub­
sequent access cycles. 

NOTE: 1. Node numbers 0 and ·255 are reserved and 
cannot be used. Consequently scanning 
occurs circularly in the range 1-254. 

2. During Scan mode token passing to each 
node is only tried once. 

Anytime a station cannot successfully pass a token 
within two attempts, register NA is updated to 
NA + 1, and a new" next" station is searched for. The 
result is the removal of non-responding station(s) 
from the access ring. An interrupt (INS) is generated 
indicating a network exception caused a change to 
NA. 

The above description covers network recovery from 
station failure and purposeful removal of stations 
during on-line network operation. Setting stations in 
the scan mode can also be accomplished by sending 
control frames (a Scan frame redefines NA = MA + 1) 
over the network. The control frame may be directed 
to �~� single station, or all stations simultaneously 
(using the broadcast address). It is this scanning for 
new stations that permits on line addition to the 
access ring. 

NOTE: 
The policy of the SCAN frame is redefined by the 
user software as required by the application. For 
example: in a process control environment where 
stations are not often added while the network is in 
use, this procedure would be initiated rarely if at all. 

3.2.2 REMOVING A STATION 

There are two ways a station can be removed from 
the access ring: non-response due to station failure 

. and non-response due to host commanded transition 
to the Isolate State. Both are treated identically from 
a network poi nt of view. 

Referring to Figure 3.1, assume that station 19 is 
removed from the network (either physically or 
logically). In this example, station 11 would detect a 
network fault when trying to pass the token to 19 
(time TA would expire since station 19 will not 
respond). Station 11 detects this and finds the next 
station in the access ring by using the "scan" func­
tion (similar to initialization). The next attempt at 
passing the token would be to station 20, register 
NA+1. 

By starting the token ring recovery procedure at the 
intended station plus one (station 20) rather than 
MA + 1 (station 12) as is done in initialization, 
recovery delays are minimized (since fewer stations 
are tested for presence, 8 less in this example). 

The next station found would be number 54 in the 
example which station 11 writes into his register NA 
(now "patching out" dead station 19). The next time 
station 11 is finished with the token, it directly sends 
it to 54, making the sequence now 11 to 54 to 4 to 11 
t054 ... 
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3.2.3 ADDING STATIONS 
There are three primary methods by which a station 
can be added to a network. The first is a distributed 
method, in which each station in the network can poll 
for new stations in the gap between its address and the 
next address (between MA and NA). Second is a cen­
tralized method, in which an individual station desig­
�n�a�t�~�d� by the network architect can interrogate the 
entire address space seeking a new station desiring 
INRING. The third - central scan - is a simpler (from 
the host point of view), centralized method in which a 
station can send a global frame causing all the on-line 
TACs to reset their next address register. This causes 
each TAC to poll its address space at its next token­
pass attempt. Each method has advantages and 
disadvantages. 
Distributed Method 
The distributed method does not rely on a specific sta­
tion. Thus, there are no problems or efforts spent 
selecting the administrator, nor is there any concern 
about backup administrators. In the distributive 
method, each station has the same responsibility to 
allow new access members as other stations. This 
method is the most host intensive and requires each 
station to maintain a timer (that can be configuration 
set as to its value) as to how often it should poll its gap 
for new stations. 
For example, assume the timer in each station is 5 sec. 
and that station 4's timer has expired (Fig. 3.2.3.1). The 
host attached to station 4 notes that the next address 
register (NA in the TAC) is set to 11, which indicates that 
a new station might be added to the network as station 
number 5,6, 7, 8, 9, or 10. 
The host queues a frame into the TAC transmit chain, 
polling station 5. This frame will be sent by 4 with an 
acknowledgement requested from 5. If 5 is present it 
responds; otherwise, the TAC aborts its attempt after 
time TA. The TAC marks the result on the frame in the 
host memory space and proceeds with other tasks. 
After this exchange, the host, at its leisure, checks the 
transmit status of the frame. The host sees that the 
frame acknowledgement timed out, meaning that sta­
tion 5 has not been added to the network, or that station 
5 is on the network and whether the request INRING is 
set in the network code field. In either case, the host 
takes appropriate action. If the desired INRING bit is 
set, station 4 changes its NA register to 5, allowing its 
next token to be passed to 5. This action puts station 5 
in the ring. 
Depending on an application's sophistication, a control 
message can be sent to station 5. That message says, 
"Your successor is X." In this case, X = 11, so that 5 is 
not forced to poll for its successor. In any case, 4 
updates its next address register to 5 and does not 
need to go through this distributive polling cycle again 
because there is no gap between 5's address and the 
next address; there is no possibility that a new station 
can be inserted between addresses 4 and 5. If 5 didn't 
respond to 4's poll, station 4 updates its poll counter so 
that the next time that the poll timer times out, station 6 
will be tried. 



Fig. 3.2.3.1 Distributed polling. Each host polls the 
gap in its address space for the possible addition of new 
stations. The host internal poll timer and poll counter set 
the polling rate and range as desired. 

If node 6 responds, its desired INRING bit is tested as 
above. If 6 does not respond, the host will queue a poll 
to station 7 the next time its poll timer expires. This con­
tinues until the host completes 10, when the cycle goes 
back to 5 and repeats. In this example, with a gap of 6 
stations (between 4 and 11), and with a 5-sec. clock, a 
new node can be added within 30 sec. 

In the centralized station-addition method, a single sta­
tion can poll the entire address space, seeking a new 
station that desires INRING. One reason for centraliz­
ing this function might be the more careful control that 
can be placed in a network. There can also be optimiza­
tions. For example, the central polling station can keep 
track of the stations that already exist and, therefore, 
bypass some address ranges. A polling station may 
know the network will never have more than, say, 75 
stations, In the example of Fig. 3.2.3.2, when station 4 
starts polling, it polls only to address 75 before reset­
ting to zero. This works like the distributed method 
except that a single station does all the work. 

Fig. 3.2.3.2 Central polling. A single station - in this 
case, station 4 - dubbed "the administrator, " can be 
charged with all polling tasks. This simplifies the soft­
ware in the other stations and centralizes network 
control. 
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When the polling station determines that a station has 
been added, it must place the new station in the access 
ring. For example, station 4 is the centralized station 
doing all the polling (Fig. 3.2.3.2), and it discovers that 
station 27 has recently been added. Station 4 knows 
this because station 27 now responds to a first-time 
poll, and because its status bit is set, indicating that it 
wants to be added to the ring. (Some stations may be 
receive only, never desiring the right to initiate trans­
missions.) Station 4 sends a high-level message to the 
software in station 19, telling it to change its next 
address register to 27. This message can also prompt 
station 19 to tell 27 its next address register should be 
54. This gets confusing, but it is all done with high-level 
software. These tasks are not real time and are quite 
efficient from the network point of view. 

Station 4, the administrator, need not create and main­
tain a table of active stations on the network because 
the poll response returns three pieces of information. 
As node 4 polls the stations on the network, it finds out 
(a) that the polled station does not respond at all, as it 
would if it polled station 12 in Fig. 3.2.3.2 (b) that the sta­
tion is already part of the network an is already in the 
ring or is receive only, as it would if station 4 happened 
to poll station 11 or 19; and (c) whether the station is 
attached to the network, is alive and wants to be in 
the ring, as is the case with a poll to 27. These indica­
tions are conveyed by a combination of status bits sent 
back by the acknowledge frame. This acknowledge 
frame and status information are transferred at a TAC 
device level, so a host is not concerned with whether its 
station wants to be in the ring. The host simply sets up 
the proper bits in the control registers; the bits are 
relayed automatically by the TAC. Thus, with a simple 
algorithm, an administrative station can poll the entire 
network address range and know the network's exact 
membership and status. 

Central Scan 

Central scan is the simplest method of adding stations 
to a network. It involves sending a global frame to all 

FIG. 3.2.3.3 Central scan request. A special com­
mand can be sent by any station causing all attached 
TACs to set their NA register to the address of the next 
possible node. This causes each TAG to poll without the 
help of the host. 



stations on the network, which forces each to update its 
own next address register to its station address plus 
one (NA = MA + 1). Assume station 4 is the central­
ized station and sends the scan command frame (Fig. 
3.2.3.3). Station 11, upon receiving it, automatically 
sets its next address register to 12 (the TAC does this; 
the host is not involved but is notified of the situation). 
Also, station 19 sets its next address register to 20, and 
station 54 sets its NA register to 55. 

The result of this is a round of polling at the TAC level. 
Station 11, on completing its use of the token, tries to 
send it to 12. The token to station 12 times out because 
12 is not present. Station 11 reclaims the token trying to 
send it to 13 and so on, causing 11 to poll for station 
addition. The drawback of this is the huge time disrup­
tion incurred by the simultaneous polling. 

It is not required that station 4 send this scan control 
frame to all stations at the same time. If it is known that 
station 11 exists in the network and that a station may 
be trying to add into the network after station 11 in the 
address space, a command can be sentto 11 telling itto 
set its next address register to 11 + 1. Now 11 will go 
through scanning station 12, 13, 14 ... again without 
intervention from station 11 's host software. This 
directed scanning has the effect of smoothing the poll­
ing disturbance over a greater time. 

FIELD DESCRIPTIONS AND ENCODING 

The trade-off of all these methods is the software com­
plexity distribution. If a TAC user assumes more 
responsibility, providing more intelligence distributed 
in the software, the system can be more sophisticated 
in handling new stations. If a user wants the TAC to han­
dle this task itself, saving host software development, 
he pays only slightly in inefficiency. TAC gives the user 
an option. 

3.2.4 INTERACTION OF THE SUB-PROTOCOLS 

After a station is given the token, it will send an in­
formation frame, a token frame, or a combination of 
both. It is this combination frame, referred to as a 
"piggy back" token, that causes the sub-protocols to 
interact slightly. 

In the normal case (no time-out), the SOURCE may 
transmit a combination frame to the DATASINK when 
his access period is over. All stations on the network 
observe this; after the reception of the current frame 
is complete, the one whose MA register matches the 
token address in the frame (TC) knows it has the 
token. 

In the case of a combination frame, the SENDer 
resets his timer TA on transmission complete and 
waits for the NA station to transmit something valid, 

TC The token control byte has the dual purpose of transferring access control between 
stations and conveying a request for immediate acknowledgement of the frame by its 
intended receiver. 

There is no interaction between the TC field and the DA or SA fields. Thus the token 
may be transferred to one station and data sent to the same or a different station, with 
one single frame. The value entered into the TC field is determined by the WD2840 
and does not appear in the buffer (except for transparent frames). 

NOTE: 

TC Value Meaning 

a Token not affected at this time. 
1-254 After current frame, the token belongs to station TC. 

(The sending station has recovery responsibility). 
255 Immediate ACK requested. Token not affected. 

The sharing of this field prevents the passing of the token with data (piggy-back) and 
acknowledgement requests on the same frame. This combination is specifically 
disallowed because of its undesirable characteristics in network error situations. 

DA Destination address. Value of zero is reserved, 1 to 254 indicates the destination 
address of the frame. The value 255 is the global (or broadcast) address. 

SA Source address. The values of a and 255 are reserved. A value of 1 tHru 254 is the 
address of the sender of the frame. 

I Information Field. User defines format and content. 

FCS Frame Check Sequence. The FCS calculation includes all data between the opening 
flag and the first bit of the FCS, except for a's inserted for transparency. The sixteen 
bit FCS is compatible with the standard HDLC FCS. 

AC Access Control. Conveys supervisory information. May be sent as a command using 
transparent mode or received in response to an ACK/NAK request. Its format is 
shown below: 
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ACCESS CONTROL FIELD 

BIT# 7 6 5 4 3 2 1 0 

Name SCANF WIRING 0 0 0 NVAL2 - NVAL 1 - NVALO 

BIT NAME DESCRIPTION 

7 SCANF Scan Mode (Command). Indicates that the addressed node(s) must redefine NA = 
MA + 1 for use on its next token pass. 

6 WIRING Wants in ring (Response). This bit when set informs the node requesting the ACK 
frame that this node is not in the logical ring, but is requesting entry. It is the logical 
function of the transmitting node's GIRING .AND. INRING. (see CR13 and SR20) The 
WD2840 does not act on this information but merely passes it to the host via the 
ACK'ed frame's FSB. 

5·3 - Reserved. 

2·0 NVAL An encoded NAK/ACK value (Response). The receiving node will set one of the 
following codes depending upon the state of the last received frame: 

o 0 0- No error 
o 0 1 - Insufficient buffers for frame 
o 1 0 - Receiver not enabled at frame start 
o 1 1 - Receiver overrun 
1 0 0 - Frame exceeded 16 receive buffers 

to verify his reception of the piggy back token. If the 
timer expires, the sender sends an explicit token (the 
data from the combination frame is assumed to have 
been accepted) and enters the normal token sub­
protocol. 

The user is prevented from sending a combination 
frame and requesting an acknowledgement at the 
same time to prevent possible network state conflict 
under time-out conditions. 

3.3 FRAME FORMAT 

The frame format the WD2840 uses to transmit all 
data and control frames is similar to the industry 
standard HDLC. A 16 bit CRC is implemented and 
standard zero insertion (CRC16-CCITT) is used for 
framing. This framing method allows the use of 
standard network monitoring and diagnostic 
equipment such as data scopes and logic analyzers. 

Additional address fields and control points are 
defined as required to support the protocol. 
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Normal Frame Format: 

F - TC - DA - SA - I - FCS - F 

F = Flag,binarypattern01111110 
TC = Token Control (8 bit) 
DA = Destination Address (8 bit) 
SA = Source Address (8 bit) 
I Information Field (0 to 4095 bytes or 16 

buffers, whichever is less). 
FCS = Frame Check Sequence (16 bit) 

Access Control Format: 

F-DA-AC-FCS-F 

F = Flag, binary pattern 01111110 
DA = Destination Address (8 bit) 
AC = Access Control Field (8 bit) 
FCS = Frame Check Sequence (16 bit) 

Token Pass Format: 

F-TC-FCS-F 

F = Flag, binary pattern 01111110 
TC = Token Control (8 bit) 
FCS = Frame Check Sequence (16 bit) 



3.4 SENDING A TRANSPARENT OR 
ACCESS FRAME 

Two types of frames are transmitted under the trans­
parent mode under user control. A scan access frame 
or a transparent frame. The format of the frames are 
described under 3.3 Frame Format with the transpar­
ent format the same as Normal Frame Format. 

ACCESS FRAME COMMANDS 

There is only one Access Frame type permitted under 
user control - Scan Frame. The node that is 
addressed must redefine NA = MA + 1 for use on its 
next token pass. The format for sending this frame is: 

LINK (H) 
LINK (L) 
00 (FSB) 
20h (FCB) 

00 LENGTH (H) 

08 LENGTH (L) 
DA 

80h 

Pointer to next frame. 

Transparent frame, no 
acknowledge allowed. 
Access Control frame 
size (H, L). 

Destination Address or 
255 broadcast. 
Set Scan Mode. 

The FCB can be set for last frame, the acknowledge bit 
has no effect and no acknowledgements will be given 
to access frames nor will they be expected by the trans­
mitting WD2840. 

The node receiving the access frame will only recog­
nize a scan access frame as a command. Event count 
#0 will increment and the receiving node will set its NA 
to MA + 1 . Any other access code will increment Event 
Counter #7. 

OPERATING CHARACTERISTICS (DC): 

Operating Temperature Range ...... O°C to + 70°C 

SYMBOL PARAMETER MIN. 

100 VDD Supply Current 

ICC VCC Supply Current 

VDD High Voltage Supply 11.4 

VCC Low Voltage Supply 4.75 

VIH Input High Voltage 2.4 
V,L Input Low Voltage 

VOH Output High Voltage 2.8 

VOL Output Low Voltage 

'OZH Three-State Leakage 

10ZL Three-State Leakage 

IIH Input Current 

IlL Input Current 
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TRANSPARENT FRAME 

Link (H) 
Link (L) 
FSB 
20H FCB 
XX Length (H) 

>08H Length (L) 
TC pass token, broadcast, 

ackreq. 
DA 
SA 
DATA 

The Transparent Data Frame allows a user to control 
the token pass, or TC field of a frame by using the first 
byte after length rather than the FCB. The frame trans­
mitted will look like the User Info part of the buffer with­
out the WD2840 firmware generating anything else but 
the flags and FCS. 

4.0 ELECTRICAL SPECIFICATIONS 

ABSOLUTE MAXIMUM RATINGS: 

Voltages referenced to VSS 
High Supply Voltage (VDD) ........... - 0.3 to 15V 
Voltage at any Pin .................. - .03 to 15V 
Storage Temperature Range .... - 55°C to + 125°C 
Electro-static voltage at any pin ...... 400V (Note 6) 

NOTE: 
Absolute maximum ratings indicate limits beyond 
which permanent damage may occur. Continuous 
operation at these limits is not intended and should 
be limited to those conditions specified under DC 
Electrical Characteristics. 

TYP. MAX. UNIT CONDITIONS 

18 30 mA 
160 220 mA 
12 12.6 V 

5 5.25 V 
V 

0.8 V 
V 10 = -0.1mA 

0.4 V 10 = 1.6mA 
50 p.A V,N = VCC 
50 p.A V,N = 0.4V 
10 p.A V,N = VCC 
10 p.A V,N = O.4V 



5.0 TIMING CHARACTERISTICS (AC): 

SYMBOL PARAMETER MIN. TYP. MAX. UNIT CONDITIONS 

ClK Clock Frequency 0.5 2.05 MHz Note 1, 7 
RC Receive Clock Range 0 MHz Note 4,7 
TC Transmit Clock Range 0 MHz Note 4,7 
MR Master Reset Pulse Width 10 mS 

TAR Input Address Valid to RE 0 nS 

TRD Read Strobe (or DACK 2 375 nS Note 5,2 
Read) to Data Valid 

THD Data Hold Time From 20 100 nS 
Read to Strobe 

THA Address Hold Time 0 nS 
From Read Strobe 

TAW Input Address Valid 100 nS 
to Trailing Edge of WE 

TWW Minimum WE Pulse Width 200 nS 

TDW Data Valid to Trailing 100 nS Note 2,3 
Edge of WE or Trailing 
Edge of DACK for DMA 
Write 

TWRR CS High Between 300 nS 
Writes 

TRDR CS High Between RE 300 nS 

TRR RE Pulse Width 375 nS 

TDAK DACK Pulse Width 375 

TAHW Address Hold Time 80 nS 
After WE 

TOHW Oata Hold Time After WE 100 
or After OACK for OMA 
Write 

TOA1 Time From DRQO (or 80 nS 
ORal) to Output 
Address Valid if 
AORV = 1 

TOAO Time From OACK to 375 nS Note 5 
Output Address Valid if 
AORV = 0 

TOO Time From leading Edge 375 nS Note 5 
of DACK to Trailing 
Edge of ORQO 
(or ORal) 

TOAH Output Address Hold 20 100 nS 
Time From OACK 

TOMW Oata Hold Time From 20 100 nS Note 2 
OACK For OMA Read 

TTOV TO Valid 100 nS 

TSRO RO Setup 0 nS 

THRO RO Hold 320 nS 

NOTES: 
1. Clock must have 50% duty cycle. _ _ _ _ __ 
2. There must not be a CPU read or write (CS-RE or CS-WE) within 500 nanoseconds after the trailing (rising) edge of DACK. 
3. There must not be the leading (falling) edge of DACK allowed within 500 nanoseconds after the completion of a CPU write (CS-WE). 
4. See "Ordering Information" for maximum serial rates. 
5. C(load) = 100pf 
6. Measured by discharging a 100pf capacitor to each pin through a 1 K ohm resistor. 
7. TC/RC must be <43% of ClK when transmitting multiple buffers. 
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WD2840 Application Note 

INTERFACING THE WD2840 TO A VERSABUS 
SYSTEM USING A DUAL PORT MEMORY 

This application note describes one possible method 
of interfacing the WD2840 Token Access Controller 
with a general purpose microprocessor based sys­
tem. This is intended to be an example design only, 
no effort has been made to minimize the logic re­
quired to perform these functions as would be done 
in a production design. Rather, the design has been 
kept "clean" to promote readability. 

This implementation is designed with a dual-port 
memory concept allowing its use in systems that 
either do not support DMA at all, as well as systems 
that are unable to guarantee reasonable DMA re­
sponse to a request (Figure 1). Examples of these 
systems are low end personal computers that allow 
their disk controllers to "hog" the DMA channel for 
an entire sector transfer: Very high end systems are 
also candidates for the dual-port memory technique. 
Here, the system bus may be shared by multiple 
hosts and be of such extreme bandwidth that the 
internal WD2840 DMA controller may be inefficient. 

In most applications, the WD2840, can simply self­
DMA its data directly to/from the host system's work­
ing memory. In the applications described above, the 
WD2840 must DMA its messages to/from the net­
work into a local RAM allowing the host to access it 
at its leisure. 
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This design is described in six sections: 

• Host dependent logic, here designed for the 
Motorola Versabus system, including all required 
bus interface drivers and timing. 

• Local two-port buffer memory which is shared by 
the host and the WD2840. 

• Arbitration logic to fairly share the buffer memory, 
especially when both the host and WD2840 de­
mand access at the same time. 

• WD2840 Token Access Controller and associated 
timing 

• Media interface consisting of a manchester 
encoder/decoder and I iner drivers 

• Generalized initialization flowchart 
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Figure 1. Versabus Application of WD2840 Using Dual Port Memory 
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HOST INTERFACE 
The host interface (Figure 2) utilizes common three­
state bus drivers buffering the Versabus from the 
internal data bus. They are enabled low-Z onto the 
host bus whenever the host "reads" from the local 
memory (or WD2840 registers) and are enabled to 
drive the internal bus whenever the host writes to the 
internal memory (or registers). All other times these 
are hi-Z allowing other modules on the Versabus side 
to use that bus, as well as allowing the WD2840 to 
use the internal bus. Only an eight bit internal data 
bus is used mapping all host memory accesses into 
the lower byte. (Bus drivers A 10 and A 11 are not used) 

Sixteen address bits are buffered and driven onto the 
internal address bus when the host has access to the 
RAMs (otherwise the WD2840 drives the internal ad­
dress bus). The additional address lines of the Versa­
bus are "anded" with the 1/0 Data Strobe signals DSO 
and DS1 and address modifier bits creating a device 
select signal (DEVSEl) when all are active simultan­
eously indicating the host actually wants to access 
this module. 
The Host Interrupt and Driver control logic (Figure 3) 
supplies the host interrupt vector (OFFH) when 
acknowledged (C10). Acknowledgement occurs 
when the Versabus ACKIN is received in conjunction 
with the proper priority level (set at 4 in this design), 
the proper address modifier (AM lACK), a short de­
skew delay (DSA3), and a signal indicating an 

2 C5 

iJAiJDACi( 4 

TACS 

LS32 

interrupt was indeed generated by this module 
(I ROO). 

The logic on this sheet also controls the direction of 
the data buffers previously described (with Signals 
EN and NEN), presuming the host has active control 
of the local bus (HOST = 1). The host requests con­
trol of the bus for access to the on-board RAM and 
during interrupt acknowledgement. 

ClOCKI ARBITRATION 
This logic (Figure 4) generates the synchronous 
timing used in the rest of the sections. A 16MHz 
signal derived from a crystal osci lIator (part of the 
manchester logic, described late~ is buffered (by C9 
and then called FC). This high speed clock is also 
divided down for the WD2840 system clock ClK at 2 
MHz (other slower rates are not used in this design). 

This high speed clock clocks a simple latch (B7) until 
either the host or the WD2840 request local bus 
access. If the host desires access to this module, 
HOST is made true, the on-board WD2840 DMA re­
quest generated TACDRO. When either (or both) of 
these Signals occur, IDLE goes false (B5 pin4) 
freezing the state of latch B7. 

IDLE going false starts the timing chain (B1, C1) that 
generates general timing pulses used later. 

When the local memory sequence is complete, at 
time T10 for the TAC (B8 pin 6) or at time T7 for the 

3 ACKOUT 

LSOO 

5 HOST 

LS240 
HOST 

8 NEN 

(RCV FROM HOST) 

Figure 3. Host Interrupt and Driver Control 

91 



host (82 pin 6) a special end of cycle delay is initiated 
(via shift register E7). This delay ensures that at least 
500ns is maintained between WD2840 DMAs and 
possible host I/O accesses. At the end of this delay 
flip-flop 86 generates a one clock "DONE" pulse re: 
setting the arbitration logic. 

MEMORY ARRAY 
The memory (Figure 5) uses simple static memories 
configured as 8K by 8 bits. The RAM data lines are 
buffered onto the local data bus due to loading 
considerations. The RAM array is enabled during all 
I/O operations except those to the first sixteen 
locations, which are used for accessing the sixteen 
internal WD2840 registers (REG). 

WD2840 SUPPORT 
The WD2840 interface logic is given in Figure 6. The 
system clock (ClK) is derived from the timing 
generator (Figure 4). (This clock may be asyn­
chronous with the transmit and receive data clocks if 
desired.) Address latches are used in this design to 
provide additional signal drive and to improve 
memory access timing (the WD2840 does have inter­
nal address latches that are useful in less stringent 
applications). 

Host Write (HWRITE) is used to control the direction 
of I/O operations with the WD2840. When true, the 
WD2840 expects its internal registers to be written 
into. This occurs when both WE (pin 3) and CS (pin 4) 
are both low. Gate C7 1,2,3 ensures that the WE* 
signal goes false prior to the data changing (ensures 
hold time). Chip select logic (D10, 1,2,13,12) enables 
reads or writes only when the host has access to the 
internal bus, the internal address bus holds a value in 
the range of 0-15 (REG true), and a short set-up timer 
has expired (T1). 

Gate F10 (11,12,13) "ands" the WD2840s DMA input 
and output requests and presents them to the arbitra­
tion logic described earlier (via TACDRO). The sense 
of the WD2840 DMA request (input or output) is 
latched (with E10). The DMA output signal is delayed 
for RAM setup (T2) and turned off before the data is 
removed to meet RAM hold timing (T7) and presented 
to the RAM control logic to generate the write pulse. 
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MANCHESTER ENCODER/DECODER 

The manchester encoder/decoder used here is a 
Harris HD-6409 (Figure 7). This device is ideal for use 
with the WD2840 in that its "invalid manchester 
output," that detects missing clocks, etc., can be 
directly connected to the WD2840's SO input. A 16 
Mhz crystal controls the internal digital phase locked 
loop used for clock recovery and generated the 16 
Mhz master clock (FC) used for general timing in this 
design. 

The "modem" consists of a simple RS-422 balanced 
driver and receiver. More elaborate media inter­
faces are possible, including FSK and broadband 
depending on speed / distance / number of taps / cost 
requirements. 

INITIALIZATION 
Figure 10 "flow chart" gives a generalized method of 
initializing a WD2840 based communications sub­
system. First the WD2840 internal diagnostic are 
preferred, followed by loading of station parameters. 
Next the network is tested for activity and potential 
duplicate addresses. Finally the WD2840 TXEN is set 
allowing normal network generation. The Host now 
simply monitors TX and RX chains to sent/receive 
network data. 

SUMMARY 
This application note details a simple WD2840 sub­
system designed around the VERSAbus form factor. 
The on-board RAM makes removes any DMAlhost 
bus access questions from the system design. A very 
simple line driver allows a number of these modules 
to communicate at speeds of 1 Mbps. 

Note that this application note is intended for illustra­
tion only; simpler and more elaborate interfaces are 
possible. 
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