


























































































































































































































































































































































































































ApPE7\DIX 2 EXA\1PLES OF E);VOy-DIPLO\1AT, �L�I�A�I�S�O�~�,� �A�~�D� ETHERPKT 

.. Handle transport of remote call messages. 

inputWait: CONDITION; 
ether: EtherPkLControl; 
ourAddress: PupDefs.PupAddress; 
last8erial: CARDINAL; 

get8tats: BOOLEAN = F AL8E; 
requestsAccepted: LONG CARDINAL �~� 0; 
requestsRejected: LONG CARDINAL �~� 0; 
repliesResent: LONG CARDINAL �~� 0; 
Bump: PROC [counter: POINTER TO LONG CARDINAL] = 
INLINE { IF get8tats THEN countert �~� countert + 1 }; 

InitReceiveRequestAndSendReply: PROC = 
BEGIN 
PupDefs.PupNameLookup[@ourAddress, "ME"L]; 
Process.OisableTimeout[@inputWait]; 
outPkt +- [ 

dest: , 
source: ourAddress.host, 
type: EtherPkt.RPCPktType, 
serial: , 
data: [RPC.Message(return], """,,] ]; 

lastSerial +- 0; 
ether +- EtherPkt.GetControl[EtherPkt.RPCPktType, @inputWait, @inPkt]; 
ether.input.accepting +- TRUE; 
END; 

ReceiveRequest: ENTRY PROC 
INLINE BEGIN 
DO 

ether.input.done +- FALSE; 
UNTIL ether.input.done DO WAIT inputWait ENDLOOP; 
SELECT inPkt.serial FROM 

(lastSerial+-lastSerial + 1) =) EXIT; 
(lastSerial+-lastSerial·1) = > 

BEGIN 
�S�e�n�d�R�e�p�l�y�[�e�t�h�e�r�.�o�u�t�p�u�t�.�s�i�z�e�-�E�t�~�e�r�P�l�<�t�.�P�a�c�k�e�t�H�e�a�d�e�r�S�i�z�e�]�;� 
Bump[ @repliesResentl; 
END' 

ENDCASE = > Bump[@'requestsRejected); 
ENDLOOP; 

Bump[@requestsAccepted); 
END; 

Send Reply: PROC [dataWords: CARDINAL] = 
INLINE BEGIN 
outPkt.dest +-inPkt.source; 
outPkt.serial +- tastSerial; 
ether .output.done +- FALSE; 
WHILE EtherPkt.8end[ @outPkt, 

EtherPkt.PacketHeaderSize + dataWords}.busyTryAgain DO ENDLOOP; 
END; 

-- 8tart server stub module by declaring the remote interlace fer bind ing. 

o +- RPC.ExportRemotelnterface[ 
interfacelD: [3,101,2518967770] 
! RPC.Problem = > REJECT ]; 

litReceiveRequestAndSend Reply; 

ReceiveClientCalls; 

END. 
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