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FOREWORD 

This is a combined report for the two projects at the Massachusetts Ins t i tu t e of 
Technology which are sponsored by the Office of Naval Research under Contract N5orj60. 

Project on Machine Methods of Computation and Numerical Analysis 

People from several departments of the In s t i t u t e are taking part in the project . 
In the Appendix will be found a l i s t of the personnel active In th i s program. 

Project Whirlwind 

This Project makes use of the f a c i l i t i e s of the Digital Computer Laboratory. The 
principal objective of the Project is the application of an electronic d ig i t a l computer of 
large capacity and very high speed (Whirlwind I) to problems In mathematics, science, engi
neering, simulation, and control . 

The Whirlwind I Computer 

Whirlwind I is of the high-speed electronic d ig i t a l type, in which quant i t ies are 
represented as discrete numbers, and complex problems are solved by the repeated use of 
fundamental arithmetic and logical ( I . e . , control or selection) operations. Computations 
are,executed by fractional-microsecond pulses in electronic c i r c u i t s , of which the p r inc i 
pal ones are (1) the f l ip-f lop, a c i rcui t containing two vacuum tubes so connected that one 
tube or the other is conducting, but not both; (2) the gate or coincidence c i r c u i t ; ( j ) the 
magnetic-core memory, in which binary d ig i t s are stored as one of two direct ions of magnetic 
flux within ferro-magnetlc cores. 

Whirlwind I uses numbers of 16 binary d ig i t s (equivalent to about 5 decimal d i g i t s ) . 
This length was selected to limit the machine to a pract ical s ize , but i t permits the computa
tion of many simulation problems. Calculations requiring greater number length are handled by 
the use of multiple-length numbers. Rapid-access magnetic-core memory has a capacity of 
32,768 binary d i g i t s . Present speed of the computer Is 40,000 single-address operations per 
second, equivalent to about 20,000 multiplications per second. 

PART I 

Machine Methods of Computation and Numerical Analysis 

1. GENERAL COMMENTS 

During i.he quarter reported here, Integration of the work or the Project with the 
general research of the Institute has proceeded apace. Whirlwind I has been used by a wider 
variety of research projects and the Machine Methods and Numerical Analysis staff have helped 
translate a wider variety of computational problems Into machine language than previously. 
One new area of note Is in the difficult field of weather forecasting. The Project sponsored 
a series of seminars where some of the basic problems were discussed by members of the Meteor
ology Department and by Professor Norbert Wiener. The report entitled "Multiple Prediction 
Theory" outlines the resulting work to date. 

The research projects reported in the following pages represent a wide variety of 
subjects; their common aspects lie in the adaptation of the problem for machine computation. 
Each application has added to our experience In the techniques of such application; many of 
them have resulted in useful sub-routines, which are now in the Whirlwind llbr.ary, available 
to other workers. 
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Evaluation of the Explicit Difference Formula for a Parabolic 

Differential Equation 29 
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Steepest Descent Analysis of Resistivity Data J2 
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2.2 Progress Reports 

MULTIPLE PREDICTION THEORY 

During the last quarter some work on prediction theory was begun and completed. 
This work was stimulated by two of the project seminars in which the application, computation, 
and theory of prediction was presented by Professor Thomas F. Malone and Mr. Robert 0. Miller 
of the Meteorology Department and Professor Norbert Wiener of the Mathematics Department. The 
seminars and the ensuing discussions will be reported more completely in the Section J on Aca
demic Program. The work outlined In this report was done In collaboration with Professor 
Wiener and will be presented in detail in one of the mathematics Journals. 

The theory of the best linear prediction of a single stationary time series was 
developed simultaneously In Russia and the United States about fifteen years ago [l, 2 J . 
The men chiefly responsible for this work were A. Kolmogorov and Norbert Wiener. The essen
tial foundations for the prediction of more than one time series has only recently been made 
available and this Is to be found In Professor Wiener's matrix factorization work [J) . Most 
of the results reported here are essentially the matrix factorization expressed in the explicit 
language of prediction theory. 

Suppose that two simultaneous series of measurements are made at integer points in 
time and suppose that these two series are the measured values of two parameters, respectively, 
belonging to the same physical 3ystem. Thus, as time progresses and a dynamics'carries the 
physical system from state to state, the measured values of two of the parameters of the sys
tem will change. It Is the Job of the mathematician to predict the value of either or both 
of these parameters at some specified time In the future, given a knowledge of their past 
history up to and Including the present. It Is, of course, Impossible to do this prediction 
precisely and under all circumstances, and thus it is also the Job of the mathematician to 
set down those criteria for a good prediction and tho3e conditions under which prediction 
becomes possible with our present state of knowledge. It will turn out that the conditions 
are also Justified in most cases where we desire to put prediction Into practice. 

The state of the system at any particular time, say the present, is assumed to be 
a random variable and, without loss of generality, is assumed to be a uniformly distributed 
random variable taking values on the interval 10, 1 ] . This variable will be denoted by " at." 
It is also assumed that the system is conservative so that the dynamics which carry the 
system from one state,a, at time zero, to another state, ot/, at one unit in the future can 
be represented as a measure-preserving point transformation, T, that possesses an Inverse 
and Is such that T(a) • <&'* In general, during n-unlts of time the dynamics will carry the 
point ot into the point T"(e0. 

Now let f. and f? be two parameters depending on the system so that at time n 

t1 - fjfT'V), t t - f2(T
n«). 

If the aeries of values of the two parameters measured at time zero, one unit in the past, 
two units In the past, etc., are written: 

f^oi), fjfT'1*), fjtT""2*),... 

f 2 (o ) , tt{f\t), f2(T"2o<).... 

Then a "good" linear prediction of the value f^T"!*); 1 - 1, 2; m>0 will be that linear 
combination 

L,(m)(oO - Y 2 £f1(T-
rk)p("')(l, J) 

1 J=l,2 n-0 J n 

such that . 

(1) /[f^T1"*) - L(m>(a)]Zd* 

Is a minimum. The minimum value of expression (l) is the mean-square-error for the indicated 
prediction, where the averaging Is taken over the ensemble of all possible states of the sys
tem. The criterion for "goodness" identifies as a solution to the prediction problem that 
linear combination whose mean-square-error 18 least. 

The assumption that T is measure-preserving Is equivalent to the assumption that 
both time series are atatlonary and helpsmake the following solution possible. A second 
assumption that must be made for the following solution Is equivalent to asking that the time 
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series do not contain any deterministic components; that Is, any components (Thiol) could be 
predicted with zero mean-square-error. 

With these assumptions Professor Wiener has shown frj that it Is possible to expand 
either function f^oi), 1 - 1, 2, In terms of an orthogonal set 

qj(T-noi) , j - 1, t , n - 0. 1, t 

- J 

Thus: 

(2) 

(qt, qjT"") - /q1(«)qJ(T-'k)d--^ Sther'wls." 

where q.(ot) is linearly dependent on f^oO, f2(<*). ^ ( T ' k ) , f2(T"k), f^T"
2*), r,(I"V),... 

v«> - ZZ E tjt^M'i. «**"">• 
J-1,2 n-0 

In other words, If m >0, 

(5) r1(T
mc<) - r^M + a^H*) 

-H £ q.(Tm-^)(fl> qjT"") 

J-1,2 n-0 

where F 'm'(o<.) Is linearly dependent on the present and the past of both time series and 

ft(TV) - F1
(m)(^) - G1

(m)(") 

is orthogonal to the present and past of both 3eries. This, however, Is equivalent to saying 

that t '"'(<») Is the best linear prediction of ft(T'V) In the sense derined above. If we use 

the fact that 

(4) <li<*)=E ^fj(T"not)in(l. J) 
>1,8 n-0 

for some coefficients I (l, J), a little computation^Immediately shows that 

(5) FJWW - z Efj(T"n^ E f E v ( J ' J 1 > « ( 1 ' J ) l ' 
J-1,2 n= 0 /<=0 J-1,2 ' 

where 9 (l, J) • (f,, q .I"™1/"). The coefficients Pn'
m'(l, j) In the best linear predic

tion of f. (TV) are found to be: k 
(6) P 'm)(l, J) 

/< 
E f E v j . J)>+-

(1' Jf 
=0 l J-1,2 ' 

The coefficients I ( i , J) are Immediately found in terms of 9 ( 1 , j) from (4) and the orthogo
nali ty relat ions oP qj'T11'*) . It remains to determine q> ( l , j) from some measuraole quanti
t i e s . 

Some direct calculations from Wiener's series expressions for q^ft*) give <Pn(i, J) 
In series form with the terms of the series Involving J 

w ViW WjC) 

and 

fir / * i (8 )«" l n 0 <>8. 

? . [0) has the p r o p e r t I t can be determined, a? in th° oi>e s e n * j t * j f , fvohi i t s 
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a b s o l u t e squared v a l u e . The l a s t two s e t s of q u a n t i t i e s can be shown t o b to the 
a u t o and c r o s s - c o r r e l a t i o n s of the o r i g i n a l s e r i e s In the fo l lowing wa : 

2V- / ^ j ( 8 ) e - l n e d 0 - (f jT", f j ) 

-V 
IT 

h Jl^Wfe1"0™ - (flT-n. tt). 

Finally, If we assume that T Is ergodlc, these auto and crosa-correlatIons can be computed 
solely with a knowledge of the present and the past of the original time se r ies : 

<?> C V n . t } ) - J&Hii £r1(T-^>rJ(T-
n-'£). 

The solution for the prediction of three and more time aeries generalizes 
Immediately from the above results. 

Bayard Rankin 

References: 

[l] Norbert Wiener, Extrapolation, Interpolation, and Smoothing of Stationary Time Series, 
The Technology Press of M.I.T. and John Wiley and Sons, Inc., New York (1949). 

[2] A. N. Kolmogorov, Bull. Acad. Scl. URSS, Ser. Math. 5 (1941) pp. 3-14. 

[3] Norbert Wiener, Commentarll Mathematlcl Helvetlci, 29 (1955) PP. 97-111. 

COUNTING STRUCTURES OF FINITE RELATIONS 

A Whirlwind I program for counting dyadic relations on a finite set has been written 
and tested [l]. The computations should be completed shortly. 

Besides counting simply all the non-lsomorphic structures of palrwlse relations be
tween objects of a set, formulas are also being evaluated for the numbers of non-lsomorphic 
structures In the following categories: 

1. Reflexive relations. If the relation is specified in matrix form, a, , - 0, 1 
depending on whether element 1 of the set bears the relationship to element J, the J 

reflexive relation has l's on the diagonal. By writing O's for l's, a reflexive relation 
becomes irreflexive, which may be interpreted as the number of directed graphs (with at most 
one arrow p,-+p ,) on n nodes p., . . .p . 

2. Symmetric relations: a. . = a^. 

3. Symmetric and irreflexive relations: a. . - a.,, a,, - 0. This formula gives 
the number of non-directed graphs on n nodes with at mdst one connection p,**p,. 

4 

These formulas are given by Davis [2] 

References: 

[l] Machine Methods of Computation and Numerical Analysis, Quarterly Progress Report No. 15, 
p. 10, March (1955). 

[2j R. L. Davis, Proc. Am. Math. Soc. 4, 486 (1953). 

M. Douglas Mcllroy 

Assymetrlc or antisymmetric relat ions: Here a, , - 1 Implies a , . - 0, but a 
pair a, , = a , = 0 is admissible. For assymetrlc relat ions a:1. - 1, for antisymmetric, a , = 0. 

la's are given by Davis [2 ] . 1 1 
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MULTIPLE SCATTERING OP WAVES FROM A SPATIAL ARRAY OF SPHERICAL SCATTERERS 

General Formulation - The task of devising an electronic wave function in a periodic lattice 
Is primarily that ~6r Joining smoothly a central-force solution, appropriate for the almost 
spherically-symmetric atomic Interiors, to a plane-wave solution, appropriate for the almost 
force-free Interatomic regions. The work of Slater [1], Korrlnga [2], and others [JJ Indi
cates that whenever It Is allowable to simplify the problem by saying that Inside a sphere of 
radius a the effective potential Is spherically symmetric and outside this sphere, out to 
the lattice cell boundaries, the effective potential Is zero, then a technique of Joining at 
the spherical surfaces r - a will produce the appropriate solution. Several forms of Joining 
solutions can be derived) the Important thing Is to find a form which can be easily manipulated 
for calculation. The present paper discusses a modification of the forms given earlier, which 
appears quite promising. 

To assume that the effective potential Is spherically symmetric Inside the sphere 
r • a and Is zero In the Interspaces Is to make the problem Identical with the acoustical 
problem or the transmission of sound waves through a regular array of spherical scatterers. 
In both cases we need not know the details of the wave solution Inside the spheres In order 
to determine the solution In the Interspace; all that Is needed Is the value of the logarith
mic derivatives, at the surface r - a, of the Interior radial factors for each spherical 
harmonic. In other words, If the wave function at the surface r - a Is 

(i) 'lnt'Ev('(M ('-•) 
ml 

where Y* are the usual spherical harmonics 4,then all we need to know about the Interior, 
r<a, are the values of the various g's, defined In the equation 

(2) O^nt/^) " " <l/«>£ W^l («•"•) . 
ml 

Knowing values of the g's, the problem Is essentially one of finding allowed values of the 
F's for the required lattice of spheres, subject to the requirement that, as one goes from the 
zero'th cell to the p'th cell In the lattice, the wave la multiplied by the factor exp(lK.R ), 
where K is the wave number vector characterizing the particular solution and R is the dls-p 

placement vector from the zero'th to the p'th cell. Knowing the F's it is, o7pcourse, easy 
then to find the wave solution inside the spheres, if this is needed. Equation (2) Is also 
the appropriate form for acoustical waves in a lattice of spherical scatterers; in the 
acoustical case the g's may be complex numbers. 

The solution in the field-free Interspace can, of course, be expressed in terms of 
plane waves 

(?) f(r) - ^ Z Bt/exp fifls.+K) -z\ (outside spheres) 

where K.^, Is the vector from the origin to the p'th point in the reciprocal lattice, and the 
Joining equations can be set up in terms of the B's instead of the F's. However, in actual 
practice series (3) converges much more slowly than series (l) so it is usually better to 
solve first for the F's, then for the B's. 

The equation for the F's in terms of the g's is most easily obtained by use of the 
Green's function appropriate for the lattice, corresponding to a point source in each cell, 
at the point r + R , the source In the zero'th cell having unit amplitude and that in the 
p'th cell having amplitude exp(lK.R ): 

(1,) V ^ W - £ t e x p ( 1 ^ P • ^|£-^-?pl)]/|i:-r0-Rp| 
p 

=• (tir/v) 2 [exp HKV+K) . (r-r^)] / [|K +K|2-k2] 

where v is the volume of one c e l l . These are, of course, conditionally convergent se r ies ; 
Justification for the i r use will l ie in the convergence of the integrals involving them. 

The parameter k measures the energy of the electron or the frequency of the sound 
wave, slncg we assume that in the field-free Interspace the homogeneous equation for ¥ or G 
i s V ^ + k * • 0. The Joining equations for r =• a must, of course, give us the re la t ionship 
between K and k, In addition to determining the F ' s . 

The integral equation for * in the Interspace between spheres i s 

*(r) - U / ^ J ^ r k H f c / a i , ) - »(rB)(3aslc/9n8)]dS 

GRADUATE SCHOOL RESEARCH 

over the central spherical surface and over the cell surface. Because of the periodicity of 
the product Of, the Integral over the cell Burface vanishes so that outside r - a and on the 
surface 

(5) »(r) - (a2AT)/[T(V(3GKk/3a0) • < W * I * °
) <* '*•«>>] *&o 

where d A 0 is the element of solid angle sin » d*dm and a is of length a, of direction 
given by *-,»„. Setting r - a leads to an ln?eg?al°equatT8n for T on the surface of the 
sphere, whlSh Is the equation we desire. Using Equations (1) and (2) we obtain 

+ • (^, ) ] ' ! ' 'H' 'o) dnwioK.*' 
which is the fundamental homogeneous equation determining the F's and k in terms of K. 

Since Equation (6) Is a homogeneous integral equation, It has non-zero solutions 
for only certain discrete values of k for a given K. These are the allowed levels we seek. 
We can find this relationship by a variational metKod, as Kohn and Rosto*er [3] suggest, or 
else we can solve the implicit set of simultaneous Equations (6) directly for k, for any 
chosen K, since the F^'s converge quite rapidly. 

To put Equation (6) in useable form, we apply the usual Tj, 4] expansion of the 
Green's function (for a < r < R ) 

p B '*l: 

" H < ^ > { f e s j r Y ^ •>(*J<*o'*o> •Jj('»)hi(kr) 
ml 

• £ l*-"(JJ-+l){fea$ ^ ( ^ ^ . ( k a j j ^ k r ) . 
m<l' 

^ i V I - i ' ) X <'-ro<VVeiK-5p h (kR )} 
n p#0 n P J 

where 0 0 are the spherical angles for the vector R and where the I's are the Gaunt factors, 
definedpby the equations p 

(7) ^(vUjY^'tf.q.) - H In(mi|m'i.)Y™
,-",(^,9) 

n 

We also need the g factors for the Spherical Bessel functions 

(8) gj(ka) « -[a/j^kajjfdjgfkaj/da]- tanf^(ka)] 

These would be the,values of the g's for Equation (2) if the effective potential inside r = a 
were zero. Tables of o(g are available [5]. 

Substituting all this in Equation (6) we obtain 

(9) J F ^ = ka J^Ca) { K g j - g f J h ^ i ™ ^ 

m'i' n 

where, for each choice of K, k is adjusted to make J - 1. This is a compact and rapidly con
vergent form for use In computations. The quantities In square brackets do not depend on the 
spherical interiors and ma.v be computed, once for all, for each type of lattice. The spherical 
interior only comes in wltn the terms (So-Ra)' which are, as we shall see later, closely re
lated to phase angles for scattering from a single sphere: These go rapidly to zero for in
creasing I and in many cases only I - 0,1,2 suffice for three or four place computation of k 
and of the F's. The first-order effects of higher i's may be added. If desired. 
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It will be shown later that for regular lattices the matrix of the coefficients of 
the F's la Hermltean as long as the g's are real, so the computed values of J are real when 
k and K are real. We will also show that when k-»K the quantity In square brackets becomes 
Inversely proportional to K -k , so that when the scatterer Inside r - a la weak (or when 
a-W) and all the g's approach the g 's, then k approaches K, as It should. 

Furthermore, the Equations (9) are exact, as long as the Initial assumptions 
(V • 0 for r>a) are valid. Although the derivation given above assumes a regular lattice, 
the same equation can be obtained without the assumption of regularity, as long as the mean 
density of spherical centers (i.e., the mean density of the points represented by the vectors 
R_ ) approaches a constant for large R. The summation over p Is then the summation over all 
TRe other scattering centers, the p'th one being at R . Effects of lattice distortion may 
thus be computed from the same equation. 

From this point of view Equation (9) is an extension of the method of Foldy [6] 
Tor calculating the multiple scattering of sound from a random distribution of scatterers. 
The quantities in the square brackets represent the effect, on the surface of the central 
sphere, of the scattering from all the other spheres. 

The Lattice Scattering Function - The basic lattice scattering functions [7] M™ are defined 
as follows: 

(10) l « * g , * * Y>p,0p)hn(kRp) . -lS0Jm • M™ 

It turns out that as k approaches K, M goes to Infinity as (kv/kv) (-K/lOV^u , v_)/(K2-k2), 
where V is the cell volume and u and if are the spherical angles for 
vector K. In many parts of the calculations it Is advisable to subtract It out. The func
tions K7 ss defined, are real quantities for regular lattices; they have a sequence of poles 
when k̂  ̂ jK+K^j2 and except near the poles they are fairly well-behaved functions of k, 
having magnitudes of the order of unity. 

The method of calculation of M is, of course, a generalization of the one used by 
Ewald [8J, also by others [2, 3]. We substitute the source distribution 

P(?) . I"" E(2n/*3Aiicn)|r-Rp,
n Y ^ - V -

.exp[lK.Rp + (k/2/3)^ -^Ir-Rpp 

term p = 0 to ?{f) allows the waves produced at the origin by this distribution to be ex 
panded as a Fourier series, giving for part of M 

(11) - ° - ( i>" ^ ( V f l ^ h " exp[-(l /4>32)( |K+K,/.k2)J . . . 
( U ) "mn ' (-D lev 2-> —E / ^ 7 7 3 Y n < V V> 

(where » , <p are the spherical angles for the vector r-R ) instead of the 3et of point 
sources,vp(o6), which produce the series on the left-han3"pslde of Equation (10). Adding the 

" y this d i s t r i t 

| K+K„hn exp[-(l/4j32)( IK+K./.k2)] 

- J 

. LKAJ." Ym ( u - ) 1 
K2 - k2 " l ° ' ° J J 

where, as before, K is the vector distance to the t"th point in the reciprocal lattice, u„, 
Vj, are the Spherical angles for the vector K + Ko and v Is the volume of one cell. We have 
subtracted off the pole at kd - K' for ease In computation; It will be added separately. 

The wave from the p - 0 distributed source must then be subtracted off. This Is 
zero except for m - n - 0; the second part of M is 

(12) t " LU - «0*> /V***- r .r] 

- <L<L (V-*) Z [(K/2/)2S-V3!(2s-l)] 
S-0 

FJ??4y^ t!2?o'?1£ f e re r"'v b e i w e e n t h e w a v e s . at r - 0, due to the actual p(*>) and to the sub
st i tuted f(^) has to be added. The p ' th terra of this correction serle's is 

GRADUATE SCHOOL RESEARCH 

Sn ' ? * * } f jn(k Rp)"n<^) " n n f K B p J J n d c r j J e - ^ r ^ d r 

R P 

- I™{h n ( /V J h n ( /x)e" x x ^ d x } (f. k ^ ; xp -j9Rp) 

X
P 

a ^ m p t o t f e ' s e r t r r o r ' s ^ v S l ^ f ^ ^ r g e " : " T a i ' l 0 r ' 3 8 e r i e " • b 0 u l * " V ** ° b t a l " ' " 

S „ S e"xp £ ^ V ~ W K n < k V F n V V } 

where F^(z) - { d ^ V ' ^ ' V / * ) / < W X - • 

From th i s we f ina l ly obtain for the third part of M 

( » ) ^ n = ^ n ( 2 ^ A ) W V f e k 2 / ^ 2 X : ( f R )-2exp(lK.RD - a 2 R 2 ) . ' 
p^O P •* P 

.Y»(QP.)»P)[I • i*"-'L-2W)' • i n % i + . . . 1 
p p L 4azR2 i t a V J 

r P i p 
If B i s as large as 2 divided by the distance to nearest neighbor, this sum converges very 
rapidly, and usually only the nearest neighbor terms need to be retained if four-figure 
accuracy i s required. 

As an example, for a simple cubic l a t t i ce of spacing 2b, if we s e t / ? - (ir/8*b) 
and use the dlmensionless parameters / 

z - (bk/ir); Z = (bK/ir); R^ - (Rp/2b) - 0,1 + n y j + nzkj 

Zp - (bK^/n-) - X± + fA + ">((nx, n n
n z , A ,f , ^ Integers) we have 

(14) M ° ( Z , z ) ^ I V exp[-ZlZ+Zvf + 2zj) 
° 2ir2z v |Z + ? / - z-

+ (2Vir*z)exp(2z2 - |ir2)[cos(2irZ][) + COS(2TTZ ) 

+ O0.(zrt J](I - i±is!) + J y i?s!i 
z i rZ *—l s ! ( 2 3 - l ) 

1 

The first series requires about a hundred terms to obtain four-figure accuracy, but the task 
is not difficult to program for machine computation. Curves for MQ are given In Figure 1. 
The poles of the function come from the terms In the first series. If the terms for the 
nearest two poles be subtracted from M, the remainder can easily be Interpolated to obtain 
intermediate values. Table I shows a few representative values. We note also that M° for 
+ (Zfnax) equals M° for Z. ° 

General Properties of the Solution - It Is now possible to simplify further Equation (9). 
We note that only for I' • I, m1 » m Is there a term in Y° in the sum over n. Furthermore, 
I (mi | mi) - (i+m) !/(2i+l) (i-m)!, so that the -li J terS can be combined with the first 
term in the curly brackets in (9). Since h» - J» + Tn, the U term la cancelled out. Since, 
also, from the formula for the Wronsklan for J» and n,, and from the definition of g9, we have 

(15) -kaU^-g^JJ^kaJngtka) - 1 - ka^(katn^fka) [z&- tanjS^(ka)) 

where j^(z) - tan" [-znj(z)/n^(z)] 

Tables of I3, have been published [5]. 
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I« 

-0.4 

-O.J 

-0.2 

-0.1 

0 

+0.1 

0.2 

0.3 

0.4 

0.5 

-0.4 

-0.3 

-0.2 

-0.1 

0 

+0.1 

0.2 

0.3 
0.4 

0.5 

-0.4 

-0.3 

-0.2 

-0.1 

0 

+0.1 

0.2 

0.3 
0.4 
0.5 

Tab 

Values of 

Z - 0 

-.7712 

-.7110 

-.6467 

-.5775 

-.5023 

-.4196 

-.3270 

-.2214 

-.0971 

+.0457 

Values of 

-.03619 

3897 
4222 

4606 

-.05066 

5629 

6353 

7237 
8444 

-.10132 

Values of 

-.03619 

3897 
4222 

4606 

-.05066 

5629 

6333 

7237 
8444 

-.10132 

le I Dlrecton 

< -m? 
0.1 

- . 7758 
-.7164 

-.6530 

-.5850 

-.5113 
-.4306 

-•3409 

-.2393 
-.1211 

+.0124 

A ° * ( i * 
-.02944 

3168 

3429 

3737 
-.04102 

4546 

5097 

5797 
6714 

-.07968 

A; .<£, [ 
- .03416 

3711 
4061 
4479 

- .04991 

5628 
6443 

7518 

8996 

-.11070 

I, K -

> 1 , + 
! - z2 ' 

0.2 

• 7795 
.7206 

.6580 

.5909 

.5185 

.4395 

.3520 

.2537 

.1405 

.0148 

Z 

- zc 

.02249 

2422 

2625 

2867 

.03151 

3503 
3942 

4508 

5263 
.06319 

Z2 

Z*~7 
.03226 

3521 

3869 

4286 

.04810 

5426 

6228 

7278 

8704 

10712 

axK; Slmpl 

1 
(l-Z)2 -

0.3 

-.782J 

-.7238 

-.6617 

-.5954 

-•5239 
-.4462 

-.3607 

-.2651 

-.1561 

-.0372 
1 - Z 

(1-Z)2 - 7 

-.01524 

1644 

1785 

1956 

-.02156 

2407 

2726 

3142 

3708 
-.04517 

. (1-Z)2 

(1-z)2 -

-.03065 

3349 
3682 

4077 

-.04553 

5136 

5865 

6798 

8031 

-.09747 

s Cubic 

1 
t
?J 

0.4 

-.7839 

-7258 

-.6641 

-.5982 

-•5273 
-.4505 

-•3663 

-.2725 

-.1665 

-.0526 

*] 
-.00771 

833 
906 

995 
-.01099 

1232 

1401 

1625 

1932 
-.02376 

zJJ 
-.02955 

3227 
3544 

3916 

-.04359 

4892 

5547 

6365 

7415 

-.08846 

0.5 

-.7845 

-.7265 
-.6649 

-.5992 

-.5285 

-.4519 
-.3682 

-.2752 

-.1702 

-.0583 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

-.02953 
3230 

3552 

3930 

-.04378 

4915 
5570 

638I 

7406 

-.08787 

Z - (bKA) ; z = (bk / i r ) . 

L a t i l o e spac ing 2b. 
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Finally Equation (9) becomes 

(16) [ ( J - l ) - kaJ i(ka)n /{ka)(g1- tany3 i) jFm i 

+ kaj^ka) 2_i • " ' (8/i"gii'J/'(ka) 
'i' 

[(^) jfesjl Z ^ M I ^ ' K ' - ' K . * . - ° 
where we adjust the value of k so that J-l vanishes. The Hermltean character of the matrix 
components Is apparent. 

The factors In g are closely related to the phase angles for scattering from single 
spheres, for 

(17) J^(ka)(gi-gp SgJj(ka) + kajj(ka) ^ 

n^lka) (g^-t"an^"7 ° g^n"^"(ka) + kanj(ka) " tan £ 

In fact, when all the o'a are small except for 0 , we can approximately reduce Equations (16) 
to the one for I, m ** 0 and, setting J-l » 0, obtain 

(18) k cot iQ^kM° 

which Is an Implicit equation to' determine k for a given value of K. To this approximation, 
therefore, the electronic energy k 2 (or the mean index of refraction K/k for sound waves) is 
determined by a term k cot 0 , depending on the interiors of the individual spheres, and on 
a term M°, depending on the lattice geometry. 

;
» For energies Just above the potential of the interspaces (k small and positive) 

varies slowly with K or k and M° may be written as Ctv/v) (K2-k2)~l + N° where N° 
is small. The form of the equation for iterative solution Is ° 

k2 = K 2 - (4ir/v)(k cot So - N ° ) _ 1 

Near a resonance level of the atom k cot 0 goes to Infinity: In this case the form (18) is 
more appropriate for iterative solution. Near the edge of a Brillouln zone M° becomes very 
large, so that this Is the dominant term. Having curves for k cot S and kM° as functions of 
k for a given K, graphical solutions can be obtained fairly easily, 8s long 8s only cT is 
large enough to be worth including. ° 

When d, for I > 0 Is small but not negligible, we can solve Equation (18) first to 
obtain a first approximation Tor v., substitute this in the following equation for the 
coefficients F, 

g0J0(ka)+kaJ,;(ka) 
Byn »Tka)+kanS(kaT 

(1Q> F ^ V , , , , ! ! - . ) ! S 0 J 0 u a ; + K a j ^ n a j 
¥mi - 1 ( 2 i + 1 ' t l J m T T gJn-^Tkai+kanjtkaT L ( c o t • V V * - 1 ) • 

"7K .r. 
where, as mentioned before, u , v are the spherical angles for the vector K. A next 
approximation for kd can then be Obtained by substituting back in the equation for F 

00' 
When /. or Jl are not so small that their squares can be neglected, then the determi-

nent of the coefficients of Equation (16) must be set equal to zero and solved in Its entirety 
Since, in most cases of Interest, $i can be neglected for i ? 2 , it is seldom necessary to 
??«Te « d ^ ^ ™ l n a n t ° f larger than third order. In practice, the approximations of Equations 
(18) and (19) are quite good for the elements of the first row of the periodic table T9l and 
a two-by-two determinant Is sufficient for sodium to potassium. l J 

. It is sometimes convenient to expand the solutions in the field-free lnter-space in 
terms of plane waves. This can now be done, after the F'B and k have been computed for a 
given K by using Equation (?) and the plane wave expansion for 0 given in Equation (4). The 
second term in the Integrand of (5) may easily be integrated, using (2) and a relation 11 
between the Y-s and j's. The first term may also be simplified, uSing the relation L J 

yt^o"^ < :osvcos^o+ 3 l nv sin$0
 cos(<vv' e-'s+V-^ dri0 

ORADUATE SCHOOL RESEARCH 

Combining the two, we see t h a t , i n the I n t e r s p a c e s 

» « r - > e x p [ l ( K + K , ) . r ] f v - * IX 1 

« V | W r f - k ' m i l ' ' J 

.Jj(|M| • J l J W - ) 
This equation can, of course, also be used as a basis [3] for a set of equations 

determining the F's or the coefficients B̂ > or the plane waves of Equation (3). But the con
vergence of this series Is much less rapid than the series In the F's, so It is much easier 
to use Equation (lb) or (9) to determine k and the F's and then compute series (20) if needed, 
rather than to use Equation (20) to determine k and the F's. 

Tables of the M's are now being computed by the Project. 

Philip M. Morse 

References: 
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ENERGY BANDS IN GRAPHITE 

In an earlier report [l] an unsatisfactory tight-binding calculation of a two-
dimensional graphite model w,as described wherein the overlap matrices were not positive defi
nite for certain values of k, the reciprocal lattice vector. A tentative conclusion was 
drawn that the cause of the difficulty was a result of only including overlap integrals up 
to third nearest-neighbors. Since then, considerable time has been spent writing and testing 
a more elaborate matrix generation computer program which allows the Inclusion of up to ninth 
nearest-neighbor integrals in both the Hamlltonian and overlap matrices. On the basis of the 
new matrix generation program, the hypothesis of insufficient overlap Integrals was found to 
be the correct interpretation of the previous unsatisfactory calculation. Further inveatlga-
tlon is being made to determine the number of overlap integrals which are significant. 

An additional test has also been made to Investigate the importance of the hereto
fore neglected three-center Integrals of the Hamlltonian matrices. Two sets of results, con
sisting of the energy eigenvalues at several representative k values, were obtained: The 
first set was computed with all three-center Integrals neglected; the second set was computed 
with estimates made of the three-center Integrals. These two sets of results differed markedly, 
and therefore It appears that at least the most important three-center Integrals must be 
accurately Included In this type of calculation. 

At the present time these required three-center integrals are being computed using 
the multi-center integral techniques described briefly In the previous progress report; namely, 
that of expanding all wave functions and potentials about a single center and performing the 
resultant one-center integrals numerically. Final tests of the computer programs necessary 
for this procedure are currently being made. Preliminary results Indicate excellent agreement 
with the previous two-center integral values (obtained by the different technique of evaluating 
analytlo functions). Thus, the extra labor of obtaining tne three-center integrals has some 
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compensations in t h a t I t forms an Independent c ross-check of a l a r g e p a r t of the numerica l 
work. 

Fernando J . Corbato 

Reference: 

[1] F. J. Corbato', Quarterly Progress Report, Solid-State and Molecular Theory Group, 
M.I.T., October 15, 195&. P- 5. 

VARIATIONAL DETERMINATION OF ATOMIC WAVE FUNCTIONS 

The Whirlwind program for carrying out the variational calculations for the Norse-
Young three parameter wave functions has been nearly completed. A thorough recalculation of 
the original energy tables as well as the calculation of several new states such as 
(Is22s22p5)2p will be started shortly. 

The gradient method mentioned In Progress Report No. 15 works very well as long as 
the parameters are of approximately equal strength. This condition Is not satisfied for states 
with many 2p electrons and we have a situation like the one indicated schematically In Figure 1. 

a, b, and 
extremum. 

Figure 1 

Energy Contour Diagram 

j represent the successive point3 determined by the machine in trying to reach the 
The narrow hill makes the path to the top extremely indirect and lengthy. 

To remedy this, the program has been modified In a manner illustrated In Figure 2. 
An initial guess (A) of the best parameter values is made and the gradient is calculated. We 
then proceed along the gradient line until we reach an extremum (A1). At (A1) we again cal
culate the gradient and move in Its direction to (B) . Starting at (B), we then move along a 
line parallel to AA' until extremum (B1) is found. Finally, we move along A'B1 until we 
reach (E1) which Is taken as the approximate minimum point. This process may be iterated if 
necessary. The various minima are found by linear interpolation of derivatives obtained by 
taking first differences. 

When applied to states with five or six 2p electrons such as (ls22s22p^)1s, the 
above procedure gives sstlsfactory results. 

Figure 2 
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An effort is now being made to Improve the wave functions by adding extra para
meters. The most attention is being given to the Is and 2p functions. The forms now being 
investigated are 

is /.j . M1(e-/"
,|-+ Be"/"^) 

2p A j - N ^ y - V 0 ^ B ' r V ^ J P ^ c o s f ) 

The values of B and i have been calculated for the helium lsoelectronlc sequence and it la 
hoped that these will hold for any configuration containing two Is orbltals. 

Arnold Tub Is 

SCATTERING OF SLOW ELECTRONS FROM ATOMIC OXYGEN 

The physical aspects of this problem have been discussed In the varlouB thesis 
reports. Roughly they can be summed up as an extension of the Hartree-Fock method to a con
tinuous state problem. Mathematically the problem Is to solve a set of second-order lntegro-
dlfferentlal equations. The equations are of the form 

.,2,, 
i-i + f(x )u(x) + g(x, C(k), /p(x')u(x-)dx') - 0 
dx* o 

p ( x ' ) I s a known func t i on . The c o n s t a n t s C' ' a r e I n t e g r a l s from 0 to so over the unknown 

/ • (x1)u(x')dx' 

(k) To solve these equations, the procedure.is to take a guess at C ' and to solve the equations 
using these guessed values for the c W . This gives the function u from which one can evalu
ate the integral C^) and use thia as a next guess; i.e., one uses an iterative procedure 
which presumably will converge. 

The equations solved thus far were s-wave equations for the total S - 1/2 case 
(spin of Incoming electron opposite to the S - 1 spin of atom). In thia case the angular 
integrations make the Integral part of the equation vanish and the equation is Just an ordi
nary differential equation. 

^ + u {(a0k)
2.- SOjfx)}- 0 

0(x) 13 a known, tabulated function which depends on the numerical Hartree-Fock wave function 
for the oxygen atom; (a k)2 Is proportional to the energy. Actually we are interested in the 
phase shifts and these Rave been computed by Whirlwind to be, for various values of the energy: 

(in radians) (a0
k) Energy (in e.v.) 

-3.11 .1 .136 

-3.09 -2 .5*5 

-3.07 -3 1-22 

-3.07 .4 2.18 

-3-07 -5 3-*0 

-3.O8 .6 4.90 

Aaron Temkln 
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NEUTRON-DEUTRON SCATTERINO 

I t has been found that the n-J. scattering lengths are much more sensi t ive to the 
accuracy of the assumed deuteron wave function than was previously believed to be the case. 
From Equations (lb) and (19) of the previous report [l] , we can form the Integral expression 

*,£)-<«*-<&>"«» --"tjgf})} 
where u),, (o„, 5, • w- Involve the deuteron function and are defined in ( [l], 15. 18). On 
applying Gr&en'i theorem to the second derivatives contained In T, we can write (1) In the 
form 

(.) L} +L, = j l l [ ^ ^ r Zt - , 54 - S^S, A - * A , * J 
where L, Is the surface Integral defined In ([l] 27b) and L, 18 another surface Integral of 
the same type. Equation (2) la satisfied Identically if in ui,, u>„, <5,, 5, we use the exact 
deuteron function; with any approximate deuteron function, the left and right-hand sides of 
the equation will differ. This difference leads us to the formulation of a variational 
principle slightly different from the one developed In ( [l] 29), which we snail denote as 
A. The alternate form, which we denoie as B, is obtained by adding (2) to equation ([1J26) 
and then proceeding exactly as In the original derivation. Since the terms added do not in
volve the trial function y, the statlonarlty of the resulting equation with respect to varia
tions in y is unaffected. Variational principles A and B are, of course, identical In the 
limit of exact deuteron function. 

The deuteron wave function which has been used thus far In the calculations is of 
the form 

(?) P(r) = e"r + ce?r 

where ' he constants ",0, c are determined by an independent variational calculation to mini
mize the energy of the deuteron ground state. (A Gaussian form for the deuteron function Is 
required In order to perform the Integrations.) The form (3) gives a binding energy which 
differs from the experimental value by about .2 MEV, which is quite small in comparison with 
the kinetic and potential energies Involved. It waa therefore believed that (3) would be 
an adequate function to use in the calculations. 

However, in Kquatlon (2), which is not stationary, the use of (3) as a deuteron 
function leads to a difference of about 20 per cent between the left and right-hand sides. 
The reason for this large difference is mainly that L_ turns out to Involve the correlation 
between the deuteron function at small and large valuea of the argument. At large distances 
the wave function (3) is the poorest, a fact which does not greatly affect the binding 
energy. 

As a result of this 20 per cent difference In Equation (2), we find that the 
variational principles A and B give results which also differ substantially. Various plausi
bility arguments lead us to believe that A is more accurate, but are not completely con
vincing. In an effort to resolve the uncertainty, it has been decided to redo the calculations 
using a more accurate deuteron function. Christian and Gammel £2] give a deuteron function 
of the form 

2 .fl„2 _v„2 
(*) F(r) - e-*r + c^"/3 + 2 -r* 
which approximates the exact solution within three per cent and leads to a difference of only 
five per cent between the two sides of Equation (2). (It) should therefore be completely ade
quate for our purposes. 

The use of (4) as a deuteron wave function introduces no intrinsic complications in 
the computation. It doea, however, increase the number of terms to be evaluated and will re
quire additional programming and machine time. However, the relative ease with which the 
stationary point waa found using wave function (3) indicates that the additional machine time 
should not be excessive. The reprogrammlng is now In progress. 

References: L e o Sartorl 

[l] Machine Methods of Computation, Quarterly Progress Report No. 15, p. 23, March (1955). 

[2] R. S. Christian and J. L. Oammel, Phys. Rev. 9_1, 100 (1953). 

20 

GRADUATE SCHOOL RESEARCH 

EIGENVALUES FOR A SPHEROIDAL WELL 

In order to compute the matrix elements described in the previous quarterly report., 
it is necessary to compute the logarithmic derivatives of the two "radial" spheroidal func
tions Jem^(h,a) he^flg.a). As before, we have 

h2 + g2 - H2; H2 - d2V 
o 

where d is the focal length of the (prolate) spheroid and v 1B the well depth while a is 
the value of the radial parameter at the boundary of the well. The Je , function is finite 
at a - + 1 and behavea asymptotically as a spherical bessel function. "The he »(lg,a) blows 
up at a - 1 and has the asymptotic behaviour of a spherics^ Hankel function o? the flrat kind 
and of argument lga. 

Now It can be shown that the Je . function may be expanded In a series of spherical 
Bessel functions as [1] fc

 m^, 

(i) J«M<*.*>- ( V ) z z : v f ( i H j ; . , . 7 ( w . 
p - 0 for (l-a) even """ 
p =• 1 for (i-m) odd 

The a 's are computed on a demand basis by a subroutine which was developed by Mr. P. J. 
Corbafio and Dr. J. D. C. Little. Computation of the spherical Bessel functions was carried 
out by the method described in part II of thla report. 

By examining the differential equation for the "radial" function [2], one sees that 
the prolate spheroidal function he »(lg,a) Is identical to the oblate spheroidal function 
he p(g,la). Although this function may also be expanded In a series similar to that in 
Equation (1) (with the J '1 replaced by h 'a of the first kind), it turns out that the series 
converge very slowly or Rot at all. Consequently, It was necessary to find a different method 
for computing this function. 

A suggestion as to a possible method may be obtained from the asymptotic behavior 
of the he g function. Suppose we choose two arbitrary numbers oLa , p g and a value z 8uch 
that z^>B. Now let « » be the value and O . the derivative of JTsolttrlon of the radial 
spheroidal equation atm2 . Then we can write 

Now he »(g,lz) not only behaves as a decreasing exponential for sufficiently large values of 
z, but'Mt must be a monatonic decreasing function throughout Its range. On the other hand., 
Je »(g,iz) must Increase monotonlcally throughout its range, going asymptotically as e'^fi . 
ThBs, by choosing z sufficiently large and Integrating the differential equation for the 
radial equation InwSrd from z to a, taking " ^ ( Z Q ) . /3

mi(
z
0'

 a a ihi-tla1 conditions, we can get 
to a high degree of accuracy that 

Moreover, since it Is only the logarithmic derivative of hem^ that, is of interest, the value 
of the constant a1 is of no concern. 

This scheme is now In use for computing the desired function. The constants „ 
o< »(z ), P „(z ) are so chosen that their ratio /> »(z )/Vs(z ) =• -g which guarantees that a /a, 
wHl 8e imWil ?o begin with. By using a second oTOer"Integration process with an Increment 
Az determined so that gAz = .025 and choosing zQ so that g(zQ-a) Z 6, it was found that 

could be obtained with an error of less than aDout three per cent In a time of about fifteen 
seconds. 

II. Computation of Spherical Bessel Functions [2] 

The spherical Bessel, Hankel, and Neumann functions of order n all obey the equation 

1 Equations (l)-(4) may be found in [3, pp. 1573-4]. 
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or, equlvalently, the difference equation 

in particular we .hall take the two Independent solutions of (l) to be the • P | « ' ^ e , ^ , B " n t l y 
function, J (x) and the spherical Neumann function n (x). These functions may be conveniently 
defined In terms of Initial conditions on the difference Equation (ZJ. inus, 

(3) j.t<*) * ^-x Hjc*;-- «£-? 

In addition to Equations (l) and (2), we shall also make use of the relation 

(4) /x»*'jfh^>/* - ""''f^i ix) 

If we set yn(x) - -jzn(x), Equation (l) becomes 
x n' 

{£•• + [ i - * • ' " : , , J ] A . ^ ^ 
Thus, we see that the n-x plane may be divided Into two regions according to 

(I) x 2^n(n+l); (II) x2>n(n+l) 

and the behaviour of the solutions will be essentially different In each region. In fact, it 
is not difficult to show that In region (I) ij_(x) Is a monotonlc Increasing (positive) func
tion of x and 1/x n (x) Is a monotonlc decreasing (in magnitude) negative function of x. On 
the other hand, botR functions are oscillatory in region (II). 

In most of what follows we shall be concerned with the behaviour of the two func
tions in region (I). The discussion will Involve two numbers N,t which are defined by: 

(d ) For fixed x, N is the least Integer such that N(N+l)£x . 

(d ) For fixed n, t la any positive number such that t < n(n+l). 

Using the above definitions together with Equation (4) and the known behaviour of 
1/x J (x) In region (i), we see that 

/ > V ^ * " ***%«<<>< Ujr>(*'"*, 

which l e a d s to the r e l a t i o n 

(5a) hdli < x"-" ttlllL , »>N 

A trivial modification of the above argument leads to the conclusion that 

(5b) *t*£ < ?*-» (JLLllL 

Tn order t o make use of t he se i n e q u a l i t i e s , we de f ine fo r n > ? N 

where J , (x) and J (x) a r e any two a r b i t r a r i l y chosen numbers. Repeated a p p l i c a t i o n of 
Equation (2) then g i v e s 

Now make the s p e c i a l choice J . ( x ) = 0 . Then, by making use of the i n e q u a l i t i e s ( 5 ) , we 
r ind t h a t n + 1 

(6) f < „»«—«> f f l ^ ] 1 

Table I gives a few values of n vs. N with n so chosen that JVlO"10. 
Table I 

N - 1 5 10 15 20 25 
n - 7 17 25 55 42 50 
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The inequality (6) suggests a method for computing sets of functions i.(x) (x 
fixed, n,* kin ) which appears to be ideally suited for a high-speed digital computer We 
first put the larger of the two Integers (n N) in place of N in (6) and choose n to make S 
less than some specified amount. Next take'J (x) to be any convenient number and J ,(x) - 0 
The recursion relation (2) la then used to generate the set. of numbers T,(x) 2,«J (xV which 
la left stored in the machine and also the numbers L(x), J .(x). Use ot either 8f these 
last two quantities together with the appropriate onS of the^Equatlons (?) allows us to com
pute the normalisation constant, 1/^ , and, consequently, the JV(x). 

In the event that x (and, in consequence, N) la very large. It will be necessary 
to generate many values which lie In region II In order to obtain J We have seen that use 
of Equation (2) In region I leads to "damping" of the round-off error Introduced at each step. 
The same effect does not occur In region II. Instead, we should expect the successive con
tributions of round-off error to add In random fashion with a resulting loss of accuracy In 
the computation of the normalization constant <*. My experience has been that this effect la 
negligible for x as high as 25 (computations carried out on Whirlwind using 24, 6 arithmetic). 

In carrying out the computations,_a alight modification of the above method was 
used. It was found that cases occur where J (x) cannot be chosen sufficiently small so that 
J„(x) does not exceed the storage capacity oP the machine. This difficulty was avoided (and 
the computing time decreased) by using Equation (2) In the form 

(2a) K-i ' /T7T--VTJT , &• W«"}e.<W. 

and computing with the r a t i o s throughout reg ion I . 

Jack L. Uretsky 

Refe rences : 

[ l ] F . J . Corbato and J . D. C. L i t t l e , Machine Methods of Computation and Numerical A n a l y s i s , 
Q u a r t e r l y Progress Report No. 11, p . 37, March (1954) . 

[2] c . f . J . Melxner and F. W. Schafke, Mathlensche Funktlonen and Sphaerold Func t lonen , 
J S p r l n g e r - V e r l a g (1954). 

[ J ] P. M. Morse and H. Feshbach, Methods of T h e o r e t i c a l Phys ics , Mc-Oraw-Hlll (1954) . 

A SELF-CONSISTEN DETERMINATION OF THE NUCLEAR RADIUS 

A Hartree-Foch type of s e l f - c o n s i s t e n t f i e l d problem has been s e t up and solved for 
a s t anda rd heavy nucleus of 22 - 2N • A » 184. 

The purpose of the c a l c u l a t i o n i s to determine the r e l a t i o n between n u c l e a r ma t te r 
d i s t r i b u t i o n and t h e r e s u l t i n g c o l l e c t i v e n u c l e a r p o t e n t i a l . As a f i r s t t r i a l , l n t e r n u c l e a r 
fo rces were considered to be Wlgner plus Majorana, the r a d i a l dependence of the fo rce being 
Oausslan: 

2 
V - 4 j e " - 5 r [ l + x P ( r r ' j ] 

P(rr') Is the Majorana exchange operator, and x is the ratio of Majorana to Wlgner force. The 
following is an outline of the method of solution: 

(a) A square well of radius 8.2 fermls (= 1.4 x 1841'3) and depth J2 Mev Is filled 
with 184 non-interacting particles; 46 neutrons »lth spin up, 46 with spin down and 46 protons 
with spin up, 46 with spin down. 

(b) The wave functions for this well are used to calculate tne density distribution 
of the particles. 

(c) The collective potential generated by these Is calculated using the assumed 
lnternucleon potential. 

(d) A new set of wave functions Is derived from the new effective potential, and 
from these wave functions a new density distribution is obtained. 

(e) Steps (c) and (d) are repeated until the potential Is the same for two lteratea. 

n 
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It was found thai the process converged after a single Iteration when x was aligntly 
greater than 7. The significant result of the calc . lat Ion Is that for the self-consistent 
Solutions the mean square radius of the potential is H1.* fermls and that of the e 
distribution 38.* fermls, so that the root mean square radius of the potential is only four 
per cent larger than the matter distribution which produced it. Further calculations with 
Yukawa forces and other exchange admlxturea are now in progreas. 

Manuel Rotenberg 

DYNAMIC BEHAVIOR OF SHEAR WALL TESTINO MACHINE 

The shear wall testing machine Is composed of two trusses and connecting bracing. 
The concrete wall to be tested Is plac-jd on the frame between the two trusses and the dynamic 
load is applied by a hydraulic system. 

For the elastic-plastic stress analysis the testing machine and the concrete test 
wa:1 are represented by a twenty mass system connected by elastic-plastic springs. The masses 
representing the testing machine are located at the truss joints and are composed of 1/2 of 
the mass of each member coming Into the Joint. Since the truss joints will all be assumed 
oln connected (no moment resistance), the resistance of each member will be composed of Just 
the axial force. 

The behavior of eacli mass point can be represented by an equation of the form: 

Vi<*n) - Pxl(tn) - I>xl(tn) 

where: 

M, - mass at Joint 1 

X.(t ) - displacement of mass 1 in the X direction at time tR 
£][Rxl(t ) - sum of the resistances at Joint 1 in the X direction at time t 

The twenty simultaneous equations will be numerically integrated by use of terms through the 
first backward difference of the difference equation: 

x,(t r i+1). ax^tj - x ^ t ^ ) • (At)2[i + ov+ ̂  + j ^ + . . ] fc'idg 
The results will be checked by use of the fourth order Kutta-Glll Integration procedure from 
the Whirlwind subroutine library. 

We are planning on running solutions for a large number of loading conditions as 
well as several conditions of support. 

Charles V,'. Johnson 

ANALYSIS OF A TWO-STORY STEEL FRAME BUILDING UNDER DYNAMIC LOADING 

With the program discussed in the last quarterly report, we have carried out a large 
of calculations for a wide range of resistance functions and loading conditions. We 

—iclded to make some small modifications in the original program so that we could investi
gate another group of resistance functions. This new program has now been written, and we 
have run solutions for most of the resistances. 

number 
a l so decided 

Char les W. Johnson 

RESPONSE OF A FIVE-STORY FRAME BUILDINQ TO DYNAMIC LOADING 

During the l a s t q u a r t e r l y per iod , we have run a number of a n a l y s e s of the b u i l d i n g 
frame using loads of ve ry ing i n t e n s i t y and du ra t i on . We have a l s o checked one Whirlwind s o l u 
t i o n with a desk c a l c u l a t o r computat ion. The magnitudes of the ampl i tude of these two s o l u 
t i o n s agree very c l o s e l y and the re Is only a s l i g h t phase s h i f t between the peaks . 

ORADUATE SCHOOL RESEARCH 

We w i l l then u s T t h S « ™ " h %" « n » 1 y , , l 8
n

o f , t h l s P a r t i c u l a r bui ld ing in the next two weeKS. we w i l l then use the same program to a n a l y s i s a s i m i l a r b u i l d i n g . 

Char les W. Johnson 

2 . 3 F i n a l Repor t s 

MACHINE SOLUTION OF THE DIFFUSION EQUATION 

g e n e r a l 
[ 2 ] u s l 
r u n s us 
d e f i n i t e c o n c l u s i o n s have been made. A l s o / t h e ques t ion o f ^ r ' s l a b l l l t y ' c o n d i U o n s T t h e 
b e h a v i o r of an e r r o r p ropoga t lon ) has been i n v e s t i g a t e d and wi l l be r e p o r t e d on h e r e . 

The g e n e r a l problem Is 

(D ^y . = Z {K(X) yu~\ K(*>>o 
X axL 3x J ' 

In 0 < x i L , and I n i t i a l and boundary c o n d i t i o n s 

*Y*,^P • ° , o* **L. 
The d i f f e r e n c e e q u a t i o n fo rmula t ion [ 3 ] used i s 

where ^ = ^J^J^KU) * W = ^ffcfcSr1 » T\j - > - ^i[t::y^ 
K(K* K7i 

' J J 

Ki, - K(yK) r\-o,i,i /v : »• •o.j.*i" Jj". • • • 
The boundary c o n d i t i o n s a r e now J J J " J J 

(3) U-tj- * Vl.~ + ' " ? / ' < - . , 

S ince the s o l u t i o n of ( 2 ) , wi th v a r i a b l e c o e f f i c i e n t s , i s p r a c t i c a l l y imposs ib l e , 
the c a s e fo r c o n s t a n t c o e f f i c i e n t s w i l l be d i s c u s s e d . I t Is e a s i l y seen t h a t a s u f f i c i e n t 
c o n d i t i o n f o r (2) t o g e t h e r with (3) t o be s t a b l e I s tha t i t s domination c o e f f i c i e n t formula
t i o n a l s o be s t a b l e [kj. Thus, s t a b i l i t y c o n d i t i o n s of the problem 

( t ) V*,»*J • A K . - I , . . * " » « , , - • C « , , , , v . 

w i l l be d i s c u s s e d . ' The p rope r ty A t B 4 C • 1 I s t o s t i l l h o l d . 

The term s t a b i l i t y as i s used here r e f e r s to the manner in which an e r r o r p r o p a g a t e s . 
When an e r r o r of the type s tud ied here occurs , i t would be due to round-off o r g ross mis takea 
and c o n s e q u e n t l y can be r ep re sen t ed as U- =CXR ^ , [5 ] , the kronecker d e l t a . ThlB would com
p r i s e the i n i t i a l c o n d i t i o n of ( 4 ) . The e r ro r must s a t i s f y (k) t o g e t h e r wi th the boundary 
c o n d i t i o n s which would be homogeneous a s far as the e r r o r i s concerned. F u r t h e r , the e r r o r 
I t s e l f w i l l have a p roduc t form of s o l u t i o n . Thus, suppose U _ - N M , so , 

n, m n m ' 
d) ^ - » ' - C N H " , " B N -

 f A^-' • A 
The s o l u t i o n of the f i r s t e q u a l i t y I s M m/^• I t i s Immediately appa ren t t h a t i f 

|A| > 1, IAI . 1, IA l< 1 

15 
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the error will grow exponentially, linearly, or decay exponentially, respectively. The second 
equality In (5) la 

provided C ̂  0. Setting 

(6) £ - § + */*<«* 

The solution [5J has the form 

where a and b are constants. Complex values of U are not excluded. Applying the boundary con
ditions and considerable algebraic manipulation, <* may be determined from the relation 

(7) U^*^)] "> (Sh «n)[c-t2* - 2 i 

where d2 - A. Thus, ^ . K . r f f o r r . 1, 2, 3,..., N-l (the value r - 0 yields a zero elgen-
functlon). Also, the case 

is another perfectly good zero of (7) and when substituted Into (6) gives A - 1- A total of 
N eigenvalues are found as would be expected. S*, XU* antJ/Tum lA-l -I < *•• k» sT^*^ 

(8) | T? -̂  lYXe ** <*y I * ! f '" *• 
It is Indeed sufficient for purposes of stability to require that all coefficients be positive 
or zero and thus less than unity: 

|-B + AYfc <*»VU \V+ztf~cl < IV+AtCl-t. 
It will be noticed that for some values of 3*0 and A / C (8) will still hold for all °̂ ,. 
Likewise, aome negative values of either A or C are not excluded. 

A second and even more difficult question to answer Is thac of convergence. Under 
what conditions does the difference equation solution converge to the solution of the differen
tial equation? A complete answer to this question is unknown. 

A Numerical Example 

A numerical example has been worked out and the results will be described here. Let 
K - x + b, L - 895, b • 2, Q . 1 In problem (l). Also, let us adopt the rule that all coef
ficients in (2) are positive or zero. It will be seen that spacing In the x direction may be 
taken according to 

• 1 , x 

will satisfy the above stability conditions. Table I gives the manner in which the spacing 
was chosen and the resulting coefficients. Constant spacing was resorted to for n>7. As a 
direct result of this, the J values had to be decreased In order to maintain posltlveness of 
the coefficients. 

The next step involves combining the difference equations ("telescoping") in such 
a way as to obtain a constant J value Tor the whole Interval (0, 895). The method for doing 
thla Is described in [2], The resulting difference equations are of the form 

(9) 

i 
These new c o e f f i c i e n t s a re U s t e d in f3] for ni6. I t w i l l be noted t h a t (9) reduces t o (2) 
f o r n - 7 , 8 and 9- Also, a - 0 for n ^ 7 . U fiv u _ , * * , . . . , U . , .-., a re a l l r e a d i l y 
c a l c u l a t e d from Table I . ThOs: io,m+04 ll,ro+o4 13,m+64 

t(Cl*l72C 11,72. 

2b 
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and similarly for U,, .,,,, U „ ,,,, . . 
are used when appropriate1. 1Z.«-M 

Jl4 m+64' 0 f 0 0 u r 8 e t n e boundary conditions (3) 

If one were to program this problem at this stage and run It orr on a high-speed 
computer, then compare the ateady state with the analytic steady state, one would find that 
the formulation as it has been set up here so far does not converge to the aralytlc ateady 
state solution f3].' It la believed that the reason for this is that the left-hand boundary 
condition (3) which feeds In the heat" is a very bad approximation to the actual boundary 
temperature since the singularity at x - - b - - 2 Is so near. A way of getting around thla 
difficulty [2J Is to require the condition 

(10) LLpt*j*> J* - Q*. 
That is to say, bv integrating over the Interval (0,L) numerically, then adjusting the boundary 
value so that (10) Is approximately satisfied, this difference equation formulation may be 
made to converge to the proper steady state solution. An alternative method Is to adjuat the 
Q so as to obtain the proper head in-flow f5J. In a very similar problem P3j variable spacing 
across the entire Interval (0,L) was used and again there was difficulty with convergence 
even though (10) was enforced. It is believed that this was due to the fact that in spite of 
the higher derivatives present in the truncation error associated with (2) being very small, 
the exponentially Increasing ^ tended to make them significant. 

Table II presents some of the Intermediate and final results of the example problem 
used here. The test for the dominance of the steady state Is very simple. It will be remem
bered that in the analytic solution there is a Qt/L term. If one applies a forward differ
ence operator Kith respect to. t (with spacing constant Jk) to the steady state analytic solu
tion (11), there remains the term 

Or 
Jk) ajk 

L 
16 
B95 

.0178771. 

If one applies this operator to the CPC values of U 
this numerical value over the entire interval (0,LJn' 
steady state dominance in this example. At m - 4480 

, one should expect to get very nearly 
This test was used to determine the 

All, 

whereas 

and 

The ana 

(11) 

0,4480 " -01902' AUN,4480 ' - 0 1^1 

.01790, A U N 8 o o o =• .01786 AU0,8000 

AU„ .O1788, AU„ - .01787. 0,9152 " •-•*'«-> ""N,9152 

l y t i c s teady s t a t e va lues [3J' were c a l c u l a t e d from 

V 

V 
The per cent error for m = 9152 ranges from -2 per cent up to + 15.5 per cent. Near the 
singularity the values are worst as would be expected. A question that one might ask at this 
point: Is this dlscrepency near the boundary due to the proximity of the singularity or to 
the variable spacing or both? Two separate problems might be posed to answer this. One, 
with no singularity but with variable spacing; second, a singularity present but the spacing 
as near constant as stability conditions will allow. 

It is felt that this method of combining the difference equations ("telescoping") 
holds considerable promise for variable coefficient parabolic partial dluerentlal equations 
since It can combine the higher accuracy of a fine mesh with the rapid progress of more 
coarse meshes once the coefficients have been calculated. Considerable experimenting was 
done with variable spacing and It seems that one should avoid ualng such spacing if possible. 
Various forms of the boundary conditions were tried other than a difference formulation and 
found to give much better results even with a singularity In the neighborhood. 

The author Is very grateful for the assistance of both Professor F. B. Hlldebrand 
and Dr. P. M. Verzuh for their assistance, advice, and encouragement with this problem. 
Thanks should also go to the Statistical Services Staff or M.I.T. for their cooperation in 
the use of the CPC. 

Philip L. Phlpps 

?:i 
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Difference 

Table I 

Equation Coefficients 

n 

-1 

0 

1 

2 

3 
4 

5 
6 

7 
8 

9 
10 

11 

12 

13 
14 

hn 

1 

1 

2 

4 

8 

16 

32 
64 

128 

128 

128 

128 

128 

128 

128 

*B 

-1 

0 

1 

3 

7 

15 

31 

63 

127 

255 

383 

511 

639 
767 

895 
1023 

J 

1 

1 

4 

8 

16 

32 
64 

64 

64 

64 

32 

32 

32 

32 

A 
n, J 

• 375 

•33333333 

• 5 

.41666667 

• 375 
.35416667 

•3"375 
.16927084 

.18847656 

•313*7656 

.21923828 

.28173828 

.31*23828 

.40673828 

h.i 

.0 

.375 

.0 

.125 

.1875 

.21875 

.23*375 

.62109375 

.49804688 

.24804688 

.49902344 

.37*02344 

.24902344 

.12*023** 

Cn,J 

.625 

.29166667 

.5 

.45833333 

• *375 

.*2708333 

.*2l875 

.209635*1 

.313*7656 

.*38*7656 

.28173828 

.3**23828 

.*0673828 

.46923828 

28 
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n 

0 
1 

2 

3 
4 

5 
6 

7 
8 

9 
10 

11 

12 

13 

Compa 

xn 

0 
1 

3 

7 

15 

31 

63 

127 

255 

383 

511 

639 

767 

895 

Table II 

"lson of Analytic Steady 

(m • 4480, 

CPC 
calculated 
U 
n, m 

6.83198 

6.43666 

5.91561 

5.2*955 

*.*1031 

3.*6331 

2.*9642 

1.75301 

1.24094 

.99078 

.85256 

.77625 

.73921 

.72927 

t - 1120) 

Values 
given by 
(11) 

5.88239 

5.*7713 

*.967*0 

*.38277 

3.75*30 

3.107*0 

2.46376 

1.8*831 

1.30052 

1.038*7 

.89382 

.81358 

.77*13 

.76284 

State with 

(m • 8000, 

CPC 
calculated 
U 
n,m 

7.83198 

7.*366* 

6.91549 

6.2*919 

5.409*1 

*.*6130 

3.*9230 

2.7*515 

2.22718 

1.97278 

1.83166 

1.75355 

1.71556 

1.70537 

Calculated 

t - 2000) 

Values 
given by 

(11) 

6.86563 

6.46039 

5.95065 

5.36601 

*.7375* 

*.09064 

3.44700 

2.83155 

2.28377 

2.02170 

1.87765 

1.75355 

1.75737 

1.7*608 

Steady State 

(m - 9152, 

CPC 
calculated 
U n,m 

8.15396 

7.75862 

7.237*7 

6.57117 

5.73137 

4.78324 

3.81*20 

3.06699 

2.5*892 

2.29*** 

2.15327 

2.07513 

2.03712 

2.02692 

t - 2288) 

Values 
given by 
(11) 

7.187*2 

6.78216 

6.272*3 

5.68780 

5.05933 

4.41243 

3.76878 

3-1533* 

2.60555 

2.3*350 

2.1988* 

2.11861 

2.07916 

2.06766 

EVALUATION OF THE EXPLICIT DIFFERENCE FORMULA FOR A PARABOLIC DIFFERENTIAL EQUATION 

The introduction to the problem and a description of the procedures for optimiza
tion of the transient response have been given forth in Quarterly Progress Report No. 13, 14, 
and 15. 

i « 
The optimum values of r, and r for the T » 1 case (case I) and the r- - - 1 case 

(case II) were shown to vary around R = #, depending on the number of grid divisions, M. 
But for the Y - Q |— • 1 case (case III), the optimum values of r^ and r were found to be 
significantly lower than -r when Q is finite. The envelope R of the optimum values, when 
M->w, for this case is shown in Figure 1. 

The corner values 1 . Q and fQ 
Initial Impulse adjustment of"magnitude 

, defined In the earlier reports may be viewed as an 
such that for case I 

for case II 

00 

'•1,0 

A + f(0) 

§[A • f(0)j 

and for case III 1 -1,0 + f (0)] 357 fA 
where f(0) is the boundary input function at t = 0 which is 1 In the above cases. The initial 
Impulse adjustment A Is Introduced to optimize the transient part of the response. The envelope 
of A T, when M-> •• , is shown in Figure 2. It is interesting to note that the A, value approaches 
that for case I when Q -> 0 while on the other hand approaches that for case II when Q -=>»«• . 

Numerical experiments, aided by the Whirlwind Computer, show that the use of r value 
as defined by R in Figure 1 with the proper Initial Impulse adjustment lmporves the transient 
response considerably when Q is finite. Improvement is optimum when r, and r are differen
tiated described by the present procedures. For cases I and II the present procedures, how
ever, yield no appreciable Improvement over the use of r, • r « R - r. For empirical guide 
on the choice of r and A values for cases under similar Boundary conditions. Figures 1 and 2 
are recommended. 

Boundary Input function of sin tot, Instead of a step, was also tried on t.he present 
procedures. Numerical results showed that the steady state error was dominant over the transient 
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error and Improvement on the transient response had only minor effect on the overall response 
I t 3eems that the lower the r value chosen, the smaller would be the steady s ta te er ror . But 
on the transient part of the response, this advantage may soon be somewhat orfset by an In
crease In transient error . 

For deta i ls of this wrk one may refer to a complete report with Professor S. H. 
Crandall of the Mechanical Engineering Department. 
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STABILITY OF THIN, SHALLOW ELASTIC SHELLS 

^ « .+ . The general d i f ferent ia l equations of shallow shel l theory for « hyperbolic p«r»-
boloidal shel l are 

v v r - th i ih -y^ i- \ i x i ) - ^ j . -j-. f 

where w Is the deflection In the z-dlrectlon and F Is the stress function. We will consider 
these equations under the following conditions 

(a) The shell Is uniformly loaded by p . 

(b) The edges of the shell at i • 0, a and y 
free support. 

(c) The edge stlffeners of the shell are assumed to be rigid In the direction of 
their axes and to have negligible bending resistance In planes tangent to the 
shell. 

Using these conditions, a solution of the Equations (1) la 

(2) w = 0 F , - P Q §|xy 

To test the stability of this solution, we asaume new solutions of the form 

(5) w - 0 + w . F P0 f c ^ + 4 
subs t i tu te these Into ( l ) and l inearize the different ial equations Til . We then will con
s ider two cases of the s t ab i l i t y of the shel l : 

(A) We consider the edges of the shell to be "locked" In the displacements given 
by the l inear membrane solution (2) and then we attempt to find the magnitude of the load, p 
which causes buckling. That i s , from (2) we may determine not only the deflect ion, w, but c 

also the displacements, u and v. In the x and y directions by means of the s t ress - s t ra in 
r e l a t i ons . Therefore, add to the conditions (a) - (c) the condition tha t , on the edges, u 
and v must be equal to the displacements derived from (2). 

0, b are assumed to have moment 

(B) We put no further res t r ic t ions on the shel l . That is , in contrast to A , we 
allow u and v along the edges to vary from the l inear membrane s ta te , compatible with (c) . 

The boundary conditions corresponding to Case A are 

vr 
where analogously to (?) u and v are the deviations from the linear membrane state. The 
boundary conditions corresponding to Case B are precisely similar to those of Case A except 
that the restrictions on u and v are absent. 

To find the buckling load, we assume series expansions for w and <j> , satisfying the 
boundary conditions, as follows: 

(5) " - X £ * • " "^ 
T5„ •r 

Now In Case A the res t r i c t ions on the eage displacements effectively r e s t r i c t the f i r s t deriva
t ives of the s t ress function, <£ , through the s t ress - s t ra in re la t ions . For th is reason we 
must have the B_nxy In (5) for this term s t i l l enables us to satisfy the exp l i c i t boundary 
conditions on 3 in (4) and at the same time makes i t possible to sat isfy the conditions on 
u and v. However, in Case B $ and i t s f i r s t derivatives are completely a rb i t ra ry on the edges 
so that we may without loss of generality take BQ0 = 0 in th i s case. 

The boundary conditions of Case A make i t convenient to express the problem in 
var ia t ional formf^J. Having done th i s , we subst i tute (5) into the variat ional expression, 
perform the integrations and take the variations and so end up with a doubly inf in i te plus 
one set of l inear algebraic equations for the 

In Case B the lacx of res t r ic t ions on u and v make i t inconvenient to use varla-
t lcnal techniques. Instead we substi tute (5) into the linearized dlfrere. i t lal quatlons for 
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Doing t h i s , we get a doubly 
These a r e I d e n t i c a l w i t h 

w and 3 and then apply r i n i t e Four ie r Transform techniques , 
l n r i n l t e s e t of l i n e a r a l g e b r a i c equa t ions In the A and B . 
the e q u a t i o n s Tor Case A except Tor those terms depending on B Q 0 . 

In e i t h e r Case A or B we now have an I n f i n i t e c h a r a c t e r i s t i c va lue problem t o 
so lve f o r t h e c h a r a c t e r i s t i c r o o t s p, . The smal l e s t root g ives us the b u c k l i n g s t r e s s p . 
In o rde r t o solve t h e problem, we cons ider the s e r i e s (5) te rminated ac f l n l t e va lues an8 
so lve t h e r e s u l t i n g f i n i t e c h a r a c t e r i s t i c value problem. We then I n v e s t i g a t e the convergence 
or the s o l u t i o n as we add more and more terms to the approximat ion. The form of the a l g e b r a i c 
e q u a t i o n s we have t o dea l with I s 

(• ) P„Hx 

where S and S a re symmetric ma t r i ce s and S I s p o s i t i v e d e f i n i t e . To so lve t h i s system when 
H and S a r e r i n l t e , we f i r s t reduce S to I t s canonical form and then d l a g o n a l l z e H. This 
amounts t o the s imul taneous reduc t ion of two quad ra t i c forms t o sums of s q u a r e s which may 

s be done If one of the mat r i ces Is p o s i t i v e d e f i n i t e [ 3 J - Ac tua l ly , the Equat ion (b) 
depends a l s o on two parameters not e x p l i c i t l y shown: 

( a ) a/b the r a t i o of the l i n e a r dimensions 

(b) h/c t h e r a t i o of s h e l l t h i cknes s to shel l r i s e 

Computations a re now under way on the Whirlwind I computer for v a r i o u s v a l u e s of 
the Darameters . Thus f a r no more than twelve terms have been used In the approx ima t ions and 
for va lues of h/c which a r e not too small t h i s number of terms appears t o g i v e q u i t e good 
convergence . 

Anthony Ralston 

Refe rences : 

[ l ] Machine Methods of Computation and Numerical Analys i s , Qua r t e r l y Progress Report No. 15, 
p . 12, March ( 1 9 5 5 ) . 

[2] E. R e l s s n e r , J o u r . Math. Phys. 32, Nos. 2 , 3 (1953) . 

[3] A. Meckler, Q u a r t e r l y Progress Report , Sol id S t a t e and Molecular Theory Group, p . 15 
October (195«) . 

STEEPEST DESCENT ANALYSIS OF RESISTIVITY DATA 

I t was found t h a t many r e s i s t i v i t y ana lyses attempted 
u n s a t l s f a c t o y r e s u l t s [ l j . The e r r o r " s u r f a c e s " a long which t h 
t l o n s a r e g e n e r a l l y n o n - l i n e a r enough to cause d i f f i c u l t y , usual 
was nece s sa ry t o compensate for t h i s , dur ing the f i r s t dozen or 
t h e parameter changes made t o about f ive per cent of t h a t predlc 
t h e so lu t ion ( f i t s b e t t e r than one per cent a t a l l ke rne l po in t s ) 
t o use the e n t i r e p r e d i c t i o n . Another u n s a t i s f a c t o r y fea ture of 
n e c e s s i t y of s o l v i n g a matr ix t o find the changes a t each i t e r a t 
could In t roduce inaccuracy In a v a r i e t y of way3 (two va r i ab l e 
o r one v a r i a b l e o rde r s of magnitude l a r g e r than ano the r , or much 
These c o n d i t i o n s r e s u l t In indeterminacy and wild p r e d i c t i o n s , o 
consequent machine d i f f i c u l t y . 

u s ing the Newton Method gave 
I t e r a t i o n s car ry t h e s o l u -

ly extreme o v e r s h o o t . I t 
so I t e r a t i o n s , by r e d u c i n g 
ted . Only when very n e a r 

was i t o c c a s i o n a l l y p o s s i b l e 
the Newton s o l u t i o n was the 

i o n . The ma t r ix s o l u t i o n 
e a r l y equa l , g iv ing degeneracy , 

c l o s e r t o i t s s o l u t i o n ) , 
in s i n g u l a r i t y with the 

Apparent ly t h e Newton method was not too well sui ted t o the kinds of func t ions in 
volved, and I t decided t o I n v e s t i g a t e the deepes t descent s o l u t i o n for s e t s of n o n - l i n e a r 
a l g e b r a i c e q u a t i o n s . This Is designed to use more data points than v a r i a b l e s , g iv ing a l e a s t -
square f i t . I t does not r equ i re so lv ing a ma t r i x . In add i t i on , a way was found to compen
s a t e to a c e r t a i n e x t e n t for the l a rge d i f f e r e n c e s In magnitude of the v a r i a b l e s , a r e s u l t of 
t h e i r d imens iona l d i s p a r i t y if> = r e s i s t i v i t y , d = l e n g t h ) . This procedure was found s u p e r i o r 
t o the Newton procedure and i s descr ibed below. 

Reconc i l i ng the n o t a t i o n of the previous r epo r t with t h a t of Householder: 
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^ • f t t t i ) - r<h) - f,i- 5 

F. -J 

1 , 
1 

I 
z 

U12-: 

<p ' z*t - iic^.-r-r 
Proceeding wi th Householder ' s n o t a t i o n 

x l " x 0 " ^ " 
and, In g e n e r a l 

f*|)« = fi ~ l,(*)l 
where 

tn (U,\ - (Vf;)r 
the 1 components of <7m after 3 iterations, and X is such as to minimize m. In particular, 
for a three-layer ca3e, f l and f> known, fx = Pg, f2 " d_, f_ = d. 

As mentioned previously, the dimensional disparity of the unknowns results in some 
of the u, being much larger than others. This, in turn, causes the variables with smaller 
derivatives to be relatively ignored in the iterations until those with larger derivatives 
are very nearly at a minimum. Such is the case when the second layer is thin and very resls-
tlve--the resistivity is virtually Ignored until the end of the solution. Compensation can 
be achieved by using, Instead of the u, given above, 

U: • 
f-J£ 

C ? f */*?.">* J * 
This worked satisfactorily 

The optimum value of X cap-be^found gxactly only by trial and error. For any 
function, G, it can be approximated by gy, or g-ir, etc., each successive approximation being 
exact for a higher order power series (Newton approximation). However, if the function is 
not expressible In a power series expansion, then the approximations are not necessarily valid, 
and successive Newton approximations may become poorer. Such, for instance, is the case when 
non-integral powers appear In the function. 

Examination of the error surfaces showed that negative second derivatives were not 
uncommon when at some distance from the minimum. Near the minimum, however, curvature is 
always upward. The calculation of X was handled as follows. From the first estimates, 

the function © was calculated, as were »,). 

<t>. z 
the f i r s t and second d e r i v a t i v e s of <pQ a long the g r a d i e n t p a t h . Then new t r i a l v a l u e s , 0, of 
cp were c a l c u l a t e d from , 

1^. * - c, (**/*;) u. 

1 Obviously i v is exact for a linear function, and *ir for a 
difference between these two approximations that Is of con 

for a parabolic function. There is a 
nslderable Importance when the 

error surface, as here, does not go to zero because of errors in the data. It is seen 
that a linear extrapolation used under these conditions will always overshoot. 
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such that 

e(yt). 
c was then found by Interpolation which would minimize 8. Because of the behavior 
or curves, the value c could not be obtained In the same manner when near the solu-
sn at some distance away. It was found best to use a linear interpolation to 0 - 0 

A value of 
of the error 
tlon as when at some distance away. 
at the beginning of the calculations, and a parabolic Interpolation to 8 - minimum at the end. 
That Is, near the beginning, assume 

and use 

a t t h e end. 

and use 

r . P *t - 4 
assume 

*j- cix** cj?*r 

c _ _ _2. - - ^ ' < ^ - ^ + cf(&-&,)+ o(e,-eJ 

changing from linear to parabolic when 

° s * /91 " S
2 I -

In the cases analyzed, values of c have generally been between 1/2 and 3/2. 

I'roceedlng with the Iteration then, 

^j x» - i„ u« 
When this work was begun, It was felt that such an "interpolat Ion within an Interpolation" 
procedure might be inefficient because of the two "dummy" iterations for every true iteration. 
In practice this has not proved the case, since errors diminish at four to five times the rate 
of the oi'dinary steepest descent procedure on the same data. For more regular error surfaces, 
of course, it is probable that only one kind of interpolation (linear or parabolic) would be 
satisfactory. 

Results 

Most cases analyzed here were those in which difficulty was encountered in the 
Newton analysis, (Vozoff 1955). In addition, two other "difficult" cases and two of the 
field cases were re-analyzed. Comparison of cases 5, b, 10, and 11 with the results of the 
Newton analysis shows the greater power of the Steepest Descent analysis to reduce the error 
of the solution. However, It will be noted that the solutions In the two field cases, B and 
C, are not significantly different from the Newton solutions as might be expected. The thick 
second layers make them "easy" cases. 

Cases 10a and 10b show the results of some of the more common Steepest Descent pro
cedures on the data of case 10. Both use the non-normalized u . Case 10a was done changing 
one parameter at a time. Case 10b was solved changing all parameters simultaneously, differ
ing from the rest of the analyses only in the non-normalized u . Both methods are slower 
than the normalized gradient group descent. i 

Conclusions 

The normalized gradient group descent analysis presented here possesses two advan
tages over other methods used for the resistivity problem. First, by virtue of its Steepest 
Descent nature, it has a better chance of converging to a solution than does the Newton method. 
Second, the normalization and type of interpolation used allow more rapid convergence to a 
solution than do the standard Steepest Descent techniques. 

This technique probably should be applied to cases of more than three layers. 

It is again a pleasure to acknowledge the advica of T. R. Madden. 

Reference: K e e v a vozoff 

IK 
5* 

[1] Machine Methods of Computation and Numerical Ana lys i s , Qua r t e r l y P rogress Report No. 15, 
p . 3 3 , March (1955) . 
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3 . ACADEMIC PROGRAM 

3 . 1 I n s t i t u t e Courses and Seminars 

COURSES ON DIGITAL COMPUTER CODING AND LOGIC 

Course 6 . 5 3 5 , I n t r o d u c t i o n t o D i g i t a l Computer Coding and Logic, a d i s c u s s i o n 
of s e l e c t e d t o p i c s in programming, l o g i c a l des ign and a p p l i c a t i o n s of l a r g e s c a l e d i g i t a l 
compute r s , was of fe red by D. Arden a t MIT d u r i n g the s p r i n g of 1955. The course Included 
t h e s o l u t i o n of a programming problem on a s i m p l i f i e d s i n g l e address computer s imulated by 
Whirlwind I . Among t h e problems solved by t h e c l a s s members were the s o l u t i o n of s i m u l t a n 
eous l i n e a r e q u a t i o n s , I n t e g r a t i o n of d i f f e r e n t i a l e q u a t i o n s , and the economlzatlon of 
power s e r i e s . The t o t a l en ro l lment was 55 s e n i o r s and g radua te s t u d e n t s (from both the 
e n g i n e e r i n g and i n d u s t r i a l management c u r r i c u l a ) . 

The D i g i t a l Computer Laboratory Comprehensive System (CS I I ) programming course 
was g iven once d u r i n g t h i s q u a r t e r . The course Includes the fol lowing t o p i c s : r e l a t i v e 
a d d r e s s e s , temporary s t o r a g e , f l o a t i n g a d d r e s s e s , p r e s e t pa r ame te r s , programmed a r i t h m e t i c , 
c y c l e c o u n t e r s , bu f fe r s t o r a g e , automat ic o u t p u t , post mortems, and mul t ipass conve r s ion . 
The t e x t f o r t h e course i s a programmer's manual w r i t t e n by s t a f f members of the S and EC 
Group. The 26 s t u d e n t s en ro l l ed dur ing t h i s q u a r t e r r ep re sen t ed the fo l lowing groups: 
Department of Bus iness and Engineer ing A d m i n i s t r a t i o n , School of I n d u s t r i a l Management, 
Department of Nuclear Engineer ing , Spectroscopy Labora tory , Laboratory for Nuclear S c i e n c e , 
Naval Supe r son i c Labora to ry , Chemical Engineer ing Department, Physics Department, So l id 
S t a t e and Molecular Theory Group, Aeronau t i ca l Engineer ing Department and Lincoln L a b o r a t o r y . 

NUMERICAL ANALYSIS 

T h i s y e a r , f o r the f i r s t t ime, P ro f e s so r Hildebrand gave a second semester c o u r s e 
in Numerical A n a l y s i s , M412. This semester the context of the course was made up of t h e 
f o l l o w i n g t o p i c s : Leas t - squa re s approximat ion , smoothing of d a t a , quad ra tu r e formulas of 
Gauss and Chebyshev t y p e s , harmonic a n a l y s i s , exponen t i a l and t r i gonomet r i c approx imat ion , 
d e t e r m i n a t i o n of p e r i o d i c i t i e s , Chebyshev approximat ion , continued f r a c t i o n expansions and 
r a t i o n a l - f u n c t i o n approximat ion , numerical s o l u t i o n of p a r t i a l d i f f e r e n t i a l e q u a t i o n s . 

MACHINE METHODS OF COMPUTATION AND NUMERICAL ANALYSIS 

Dur ing the l a s t q u a r t e r the biweekly seminars f o r t h e p r o j e c t r e p o r t e d In P a r t I 
were completed and brought to a c l o s e for the acadenlc y e a r . The high p o i n t s for the 
q u a r t e r were two l e c t u r e s presen ted by g u e s t s from the Na t iona l Bureau of Standards and two 
l e c t u r e s J o i n t l y p resen ted by the Meteorology Department and the Mathematics Department of 
MIT. 

The gues t l e c t u r e r s were Dr. Milton Abramowitz and Dr. Franz A l t . Dr. Abramowltz 
spoke on "Coulomb Wave F u n c t i o n s " , a topic which i s important t o the p h y s i c i s t s of the 
p r o j e c t , a s one can t e l l by r e f e r r i n g to the comments on Group A c t i v i t i e s prepared for t h e 
p r e v i o u s p r o g r e s s r e p o r t . Dr. A l t spoke about the type of problems which a s ye t p r e s e n t 
overwhelming d i f f i c u l t i e s ( s t o r age demands, e t c . ) for the modern e l e c t r o n i c computer. 

The J o i n t l e c t u r e s by the Meteorology and Mathematics Departments brought r e s u l t s 
which a r e summarized in the r e p o r t e n t i t l e d : "Mul t ip le P r e d i c t i o n " ( Pa r t I , Sec t ion 2 .2 
a b o v e ) . These l e c t u r e s presented the mu l t i p l e p r e d i c t i o n t echn iques c u r r e n t l y being a p p l i e d 
by t h e MIT Meteorology Department as well as the Matrix F a c t o r i z a t i o n work of Professor 
Wiener which should lead t o a s c a l a r s o l u t i o n of the m u l t i p l e p r e d i c t i o n problem. These 
two p o i n t s of view (cf . problem 155, Part I I , Sec t ion 2.2 and r e fe rence [ 3 ] of Mul t ip le 
P r e d i c t i o n ) r evea led t h e need and p o t e n t i a l a v a i l a b i l i t y of a s c a l a r s o l u t i o n t o weather 
p r e d i c t i o n i n the m u l t i p l e s e r i e s case t ha t has p r ev ious ly been a v a i l a b l e only for s i n g l e 
s e r i e s . I t seemed p r o f i t a b l e t o look In to t h e ma t t e r f u r t h e r and t h i s was done dur ing some 
mee t ings of the p r o b a b i l i t y seminar of the mathematics depar tment , the numerical a n a l y s i s 
d i s c u s s i o n group of the p ro j ec t ( see Sect ion 3 .2 below) and dur ing f u r t h e r c o n v e r s a t i o n s wi th 
P r o f e s s o r Wiener . 

3 .2 Group A c t i v i t i e s 

NUMERICAL ANALYSIS DISCUSSION GROUP 

The u s u a l membership and purpose of t h i s group have been recorded In previous 
r e p o r t s The ma jo r i ty of the d i s c u s s i o n s du r ing the l a s t q u a r t e r were held fo r the purpose 
of o b t a i n i n g the m u l t i p l e p r e d i c t i o n so lu t i on ( see Pa r t I , Sec t ion 2 .2 and Sec t ion 3 .1 above) 
and c o n s e q u e n t l y were a t tended mainly by P ro fe s so r Armand S i e g e l , Pliyslcs Department, Boston 
U n i v e r s i t y Dr. Joseph G. Bryan, DIC Staff a t MIT, Mr. P e t e r Hanna and Mr. Robert M i l l e r , 
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Meteorology Department , MIT and Dr. Bayard Rankin, Mathematics Department, MIT. 

COULOMB WAVE FUNCTIONS 

The programming of Coulomb Wave Funct ions , being ca r r i ed out J o i n t l y by some 
phys ics depar tment members of the Committee on Machine Methods of Computation, l a s t i l l 
In p r o g r e s s . 

NUMERICAL ANALYSIS LABORATORY 

The s u p e r v i s i o n of t h e Numerical Analysis Laboratory, which I s open approx imate ly 
8 hours a week In conjunct ion with Proressor Hl ldebrand ' s course M412, and t h e g r ad ing of 
homework problems has been done by M. Douglas Mcllroy, Ph i l i p M. Ph ipps .and Anthony R a l s t o n . 
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PART II 

Project Whirlwind 

1. REVIEW AND PROBLEM INDEX 

This report covers the specific period of March 21, 1955 to June 13, 1955. 
During this time 74 problems made use of 3?2.8 hours of the 546.5 hours of Whirlwind I 
computer time allocated to the Scientific and Engineering Computation (S and EC) Oroup. 
The remaining 213.7 hours of the allocated time were used for terminal equipment testing 
and calibration, demonstrations, tape conversions for Lincoln Laboratory, and various 
lnter-run operations not logged to specific problems. 

These problems cover some 18 different fields of applications. The results of 
27 of the problems have been or will be Included In academic theses. Of these, 19 repre
sent doctorate theses, 3 engineering, 7 master's, and one bachelor's. Thirty-three of the 
problems have originated from research projects sponsored at MIT by the Office of Naval 
Research. 

Two tables are provided as an index to the problems for which progress reports 
have been submitted. The first table arranges the problems according to the field of 
application Indicating the source of each problem and the per cent of the WWI machine time 
consumed. The second table attempts to arrange the reports according to the principal 
mathematical problem Involved in each. In each table letters have been added to. the prob
lem number to indicate whether the problem is for academic credit and whether the problem 
is sponsored. 

It may be seen from table 2-1 that problems originating from ONR sponsored research 
used 60.61 per cent of the total WWI problem time. This 60.6l per cent Includes 11.78 per 
cent used by the Digital Computer Laboratory staff, 9.67 per cent used by the Solid State 
and Molecular Theory Group, and 21.30 per cent by the Machine Methods of Computation Oroup. 

A Data Reduction Symposium was sponsored at the Digital Computer Laboratory by 
the Servomechanlsma Laboratory. A report on this symposium Is included under Problem 126. 

A routine that computes and displays some 15,000 five-digit numbers on 145 frames 
in about four and one-half minutes was used In Problem 224. 

The Whirlwind programmed-marglnal checking facilities have been expanded to Include 
additional terminal equipment. 

Reliability figures are provided for the Whirlwind computer system covering the 
33-week period beginning on 28 September 195^. During this period, the average uninterrupted 
operating time between failure incidents was 10.8 hours. 
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Descr lo t lor. 

business and 
Eng. Adminis t ra t ion 
Chemical Engineering 

glnewrlnf 

Dynamic Analysis and 
Control Laboratory 
E l e c t r i c a l 
Engineering 

Geology and 
Geophysics 

Lincoln Laboratory 

Naval Superaonlc 
Laboratory 

Operat ions Research 
Group 
Physics Department 

Miscellaneous 

Transient reaponae or a i r c r a f t s t ruc tu re s to aerodynamic heat ing 
Horizontal stat .11 l ze r ana lya la 

1*1 s t a b i l i z e r :nodes, snapee and frequencies 
Hel icopter blade flapping t U U 

Numerically controlled" mi l l ing machine turbine blade 
Reactor runaway prevention 
Trans ien t s In d i s t i l l a t i o n columns 
Ca lcu la t ions Tor the WIT Reactor 
C r i t i c a l mass c a l c u l a t i o n s fo r cy l l nd r l c s l geometry 
Response of a r i ve story frame bui lding under dynamic loading 
Dynamic a n a l y s i s of brldgea 
Analysis of two s to ry s t e e l frame bul 
Dynamic behavior of shear wal l t e n t i n g machine 
Dynamic buckl ing 

Dynaalc a n a l y s i s of an a i r c r a f t Interceptor 

Optimization of a l t e r n a t o r c o n t r o l «vat«» 
Ext rapola t ion techniques 
Evaluat ion oT a besm s p l i t t i n g technique 

Oeophyslcsl da ta ana lys i s 
Ear th r e s i s t i v i t y I n t e r p r e t a t i o n 
Dispersion curves for seismic waved: 
Four ier syn the s i s for crysv*. 

Guidance and con t ro l 
F l i g h t psth of art a i r c r a f t du r ing pullup 
Response of the human p i l o t In a day super ior i ty type f ighter 

' ' lying a lead purault course 
Evaluat ion or t h e r e f l ec t i on coe f f i c i en t In s semi- Inf in i te 

r ec t angu la r wave guide 
Eigenvalue proDiem for propagat ion or electromagnetic waves 
Ionosphere computation 
General r a y d l s t so lu t ion 

Number of s t r u c t u r e s of r e l a t i o n s on f i n i t e se t 
Buckling of shal low e l a s t i c s h e i l a 

Flow of compressible f lu ids (ae**oth*rmopresBor) 
Laminar boundary layer of a s teady,compressible flow in the 

ent rance reg ion of a tube 
I n d u s t r i a l p rocess control s t u d i e s 
(•-valuation or d i r r e r e n c e d i r r u s l o n equation 
Cor re l a t i ons and transforms 
Rol l ing besr ings 

Synoptic cl imatology 
Computations of the f i e lds of v e r t i c a l veloci ty and horizontal 

divergence 
Inves t i ga t i on or the v o r t l c i t y f i e l d In the general 

c i r c u l a t i o n or the atmosphere 
Surface pressure p red ic t ion 
Cor re l a t ion funct ion 

Heat t r a n s f e r through high-speed laminar boundary layers 
Wind tunnel data reduct ion 

Information handl ing in task groups 
wave func t ions 

S e i r - c o n a i s t e n t moleculsr o r b i t a l 
Overlap Integra la of molecular and c rys t s l physics 
An augmented p lane wave method a s applied to sodium 
Exchange i n t e g r a l s between r e a l S l a t e r o r b l t a i s 
V a r i a t i o n - p e r t u r b a t i o n or atomic wave Tunctlon and energies 
Transformation or In t eg ra l s fo r diatomic molecules 
Neutron-deuteron s c a t t e r i n g 
Eigenvalues Cor a spheroidal square well 
S e l f - c o n s i s t e n t c a l c u l s t i p r of nuc lea r mass dens i ty 
Theory of neutron r M ^ t i n n j 
S c a t t e r i n g rrom oxygen 
Energy leve l s of diatomic hydr ides 
Elec t ron d i f fus ion in an e lec t romagnet ic field 
Analys is of a i r shower dsta 
Mult iple s c a t t e r i n g of waves rrom a spa t i a l array of spherical 

o tatter-era 
Energy l eve l s of diatomic hydrides LlH 
Augmented plane wave method as app l i ed to chromium c rys t a l 
Atomic wave func t ions J 

t ' o l a r i z a b l l i t y e f f e c t s in atoms and molecules 

Dsta reduct ion program, polynomial r i t t i n g 
Subrout ines Tor the numerically con t ro l led mil l ing machine 
Trans la t ion program for the numer ica l ly control led • ! 

Comprehensive Bystem of serv ice rou t i ne s 
Spec ia l problems ( s t a f r t r a i n i n g , demonstrations e t c 1 
S and EC subrout ine study 
I n t e s t i n a l m o t i l i t y 
Whirlwind l - ERA 1103 t r a n s l a t i o n program 
Course 6,539, Spr ing 1955, P r a c t i c e 

23b C. 
257 C. 
277 C. 
282 B. 

267 B. 
• 231 B.N. 

2*1 B,N. 

. 270 B. 
• 203 C. 

230 C. 
1 

• 291 B. 

258 C. 

2b* C. 
268 B. 
2/1 B. 

106 C, 
• 123 B,N. 
« 212 B,N. 

2bl C. 

239 C. 
263 c. 

28b B. 
156 L. 

• 

259 L. 
272 I. 

* 2*2 h. 
* 27^ B. 

WW I 

Time 

. 

.56 
1.18 

• 53 
.02 

1.51 
2 .31 
1.00 

.46 
2 .45 
1.02 

."0 

.05 

1.71 

.37 

.21 
• 

-32 
1.00 
1.73 
1.32 

1.9* 
1.17 

.05 
,09 

1.0* 
.98 
• 

• 57 
2.11 

213 D. 
228 N. 
281 C. 
293 C. 

155 N. 

: ? : ' • : ' . . 

226 D. 
2*7 C. 
280 B. 

.»9 
M 
.33 
.30 
.50 

5.»3 

4 .20 

.61 
1.25 
1.57 

289 C. 
2 'it C. 

283 B. 
• 1 2 2 N. 

1*" N. 
» 172 B,H . 

20ii N. 
« 217 N. 

218 N. 

• 235 B,N 
* 2 ? 8 B.N 

if*t> N. • 
260 N. 
205 L. 
273 N. 

MIT 
MIT 
MIT 
MIT 

MIT 
MIT 
MIT 
MIT 
MIT 
MIT 
MIT 
MIT 
MIT 
MIT 

Table 2 -1 Curren t Problems Arranged According to F i e l d of A p p l i c a t i o n 
(* MIT P ro j ec t on Machine Methods of Computation) 
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Mathematical .Problem 

1. Matrix algebra and equattona 
Matrix m u l t i p l i c a t i o n , a d d i t i o n , d l a g o n a l U a t i o n 
Zeros or a matrix equation 
Minimize an a n a l y t i c equat ion 
Orthonorma1lzat1on 
Root or a de te rminants ! equation 
Linear equat ions 
Eigenvalues 
Simultaneous equations 
Eigenvalues 
Matrix Inversion 
Eigenvalues 
Eigenvalues 
Orthonormallzation, Eigenvalues 

2 . Ordlnsry d l f f e r e n t l s l equation* 
Seven nonllnesr r i r s t order 
System 
Five nonl inear second order 
Secoi'd order l i n e a r 
Set of f i r s t order 
Set of nonlinear f i r s t order 
Wave equation 
Nonlinear second order 
Set of e ight f i r s t order 
P1ve equs t ions with 30 s e t s of i n i t i a l cond i t ions 
Different s e t s of ordinary d i f f e r e n t i a l 
Second order nonl inear ordinary d i f f e r e n t i a l 
Second order d i f f e r e n t i a l 
System of three equat ions 
Second order 
Twenty-five simultsneous equatlona 
System of ordinary d l f f e r e n t l s l 

3 . P s r t i s l d i f f e r e n t i a l equations 
SchroedInger 's equation 
Diffusion equat ion 
Schroedlnger ' s equation In sphe r l c s l coordina tes 

with non-separable p o t e n t i a l 
Second order parabol ic 
F i r s t order system 
F i r s t order system 

4 . In t eg ra t ion 
In teg ra l evaluat ion 
Complex i n t eg ra l eva lua t ion 
Overlap i n t e g r a l s 
Autocorre la t ion and Fourier transform 
In teg ra l evaluat ion 
Auto- snd c r o s s c o r r e l a t l o n 
S t a t i ona ry point of a v a r i a t i o n a l 
Nartree-Fock equations 
Overlap In t eg ra l s 
Evaluat ion of i n t e g r a l s 

In t eg ra t ion 
I n t e g r s l evaluatIon 
Overlsp i n t e g r a l s 

5 . S t a t i s t i c s 
Multiple time s e r i e s 
Calcula t ion of the c o e f r i c i e n t s or a mul t ip le 

regress ion system 
Numerical p red ic t ion 
Mult iple time s e r i e s 

Maximum l ikel ihood es t imat ion 
Mult lnie t l M a a r l M 
Mult iple time s e r i e s 

b . Tranaoavjdental equat ions 
System uf *7 equations 
Nonlinear equatlona 
System or nonlinear equations 
Curve r i t t i n g 
Nonlinear system cf equations 

7 . Data reduct ion 
General data reduct ion 
Surface f i t t i n g 
Ext rapola t ion and p red ic t ion 
Function evaluat ion 

8. Group theory 
Generation of pro jec t ion operatora 
Nonisomorphlc r e l a t i o n e on a f i n i t e ae t 

Procedure 

Basic opera t ions 
In t e rpo l a t i on 
Basic a r i t h m e t i c 
Schmidt process 
I t e r a t i o n 
G r o u t ' s method 
I t e r a t i o n 
I t e r a t i o n 
Dtagonal lzat lon. 
Crou t ' s method 
DiagonalIzat lon 
Dlagonal lzat lon 
Schmidt process , 

opera t ions 

d lagona l l za t lon 

Fourth-order Runge-Kutta 
G i l l ' s method 
Difference equat on 
Difference equation 
G U I ' s method 
3ec0nd order Runge-Kutta 
Milne p r e d l c t o r -
F l n l t a d l f ferenc 
O I l l ' s method 
G i l l ' s method 
Step-by-s tep 
Kut ta-Ol l l 
Kutta-0111 
Runge-Kutta-0111 
Gauss-Jackson me 
Runge-Kutta 

co r r ec to r formula 
EB 

hod 

Difference equations 

Number 

1*4 N. 
• 212 B,N 
• 217 N. 

218 N. 

277 C. 
278 N. 

285 N. 
288 N. 
290 N. 

• 203 C. 

241 B,N 
245 N. 

«269 D. 
282 B. 
285 N. 
286 B. 
291 B. 

Summation of a e r i e s 
Recurrence formula 
Matching wave functions a t the 

bounda ry 
E x p l i c i t f i n i t e d i r rerent .es 
F i n i t e d i f fe rences 
F i n i t e d i r fe rencea 

Trapezoidal ru l e 
Trapezoidal ru le 
Evaluation of a n a l y t i c forms 
Simpson's ru l e 
Gaussian quadra t ic 
Slmpaon'a ru le 
Slmpaon's r u l e 
Trapezoidal plus va r i a t i ona l 
Evaluation of ana ly t i c rorma 
Approximation by a lgebra ic 

funct ions 
Simpson's ru le 
Trapezoidal ru le 
Evaluation of a n a l y t i c forma, 

Simpson's rule 

Pred ic t ion by l i n e a r opera tors 

Inner products 
Quadratic approxlmaiIon 
Cor r e l a t i ons , means, frequency 

d i s t r i b u t i o n 
Means, weighted sums, e t c . 
Cor re la t ion and transforms 
Cor re la t ion and transforms 

Step-by-atep 
Steepes t descent 
I t e r a t i o n 
Least squares 
Steepest descent 

Polynomlsl f i t t i n g , e t c . 
Polynomial f i t t i n g , e t c . 
Least squares 
Arithmetic operationa 

*123 B,N. 
156 L. 

a 172 B , N . 
195 c . 
204 N. 
213 D. 

• 225 B,N. 
• 238 B.N. 

260 N. 

«24b B,N. 
278 N. 
289 C. 

155 
247 

259 
271 
280 
t i l 

• 231 
264 
272 
273 
293 

I , 
C. 

L. 
P 
H. 
C. 

a H 

c. L. 
N. 
C . 

126 C. 
267 
?68 
294 

*242 

1, 
t , 
c. 

P. N 

I , 

, eva lua t ion 
'our le r s e r i e s 

Four ie r synthes is 
Summing s e r i e s 

261 C 
274 N. 

Table 2 - I I Current Problems Arranged According to the Mathematics Involvea 
(* MIT Project on Machine Methods of Computation) 
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I . MUKLHIKD CODING AND APPLICATIONS 

2 . 1 Introd. . 

Progress : = .;-'.:ted by the various programmers are presented In numerical 
order In Sectlc :•' report presents the combined efforts of DIC Projects 
6345 and 6915* n iertaken by members of the Machine Methods of Computa
tion Oroup have • 2.2 of Part II to avoid duplication of Part I. 
Suitable cross r« luded In Section 2.2 of Part II for completeness. 

Of -, below, thirty-one (226, 258, 259, 264-266, 267-275, 
277, 278, 280-2- .resent new problems that are being described for the 
first time. Ele•• , 238, 247, 2°3, 268, 282, 283, 286, 292 and 294) 
have been completed. 

Tables 2-: I -eer. set up to provide the reader with a convenient Index 
to various inter.-. I problems. Table 2-1 lists the problems according to 
their fields of a: ates the source of each problem and the percent of the 
S and EC Oroup': L« (332.8 hours) used by each. The mathematical problems and 
procedures Involved In :.-.e various currant problems are tabulated separately In Table 2-II. 
In ooth tables, prefixed by asterisks (*) represent work being performed 
by members of the Mac putatlon Group. 

Letters have beer. I M problem numbers to Indicate whether the problem Is 
for academic credit and wr.*::.er '.: is sponsored. The letters have the following significance: 

A Implies MM pr;rler Is NOT for academic credit, Is UNsponsored. 

B Implies tr.e protle- IS_ for academic credit, Is UHsponsored. 

C implies the problem Is NOT for academic credit, 2*1 sponsored. 

D Implies the problem ^S for academic credit, IS_ sponsored. 

II implies the problem is sponsored by the ONH, 

L implies the problem is sponsored by Lincoln Laboratory. 

The absence of a letter Indicates that the problem originated within the S and EC Group. 

A section on Systems Engineering has been included in the Appendix of this Summary 
Report. This section was omitted from Summary Report No. 41 since it does not represent work 
being carried out under the present contract. However, because of its general interest and 
obvious relationship with the general use of the computer, this section will be Included In 
this and succeeding reports. 

2.2 Problems Being Solved 

100. COMPREHENSIVE SYSTEM OF SERVICE ROUTINES 

The Director Tape Program 

A drastic revision of the director tape program Is being made in order to remove 
several known errors and to make the entire system more useful. 

One drawback of the present system of director tapes Is that In a large number of 
cases the performance request Is affected by whether or not a director tape will be used. 
In particular, a programmer may alter the final control block of a binary tape so that the 
computer Is not stopped after read-in but Instead begins the computation; or a programmer 
may terminate his program by reading in the next program Instead of stopping the computer. 
If a director tape is not being used, the programmer can omit the Instruction rs (press 
restart button), from the performance request in the fir3t case, and the Instruction rl 
(press read-in button), in the second case. If a director tape is being used, both words 
must be Included. ' 

The present version of the director tape program Is being modified so that the 
performance requests in both of the above cases will be the same. 

The following new words are being added to the director tape vocabulary: 

(1) si 1 switch on, 

(2) si 1 switch off, 
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The function of these words will be to set an Indicator request on the buffer drum. 

The utility control program will be modified so that the following will oocur aftor 
a binary tape or a CS flexo tape ha3 been read-In under director tape control. 

If the si 1 switch indicator la set to "on", then computer control will be trans
ferred to the director tape program which will look for a new director word. 

If the si 1 switch indicator Is set to "off", then computer control will be transferred Immediately to the program Just read In. 

Recording of Flad Table on the Buffer Drum 

The CS conversion program has been modified so that the table of floating addresses 
Is left recorded on group 2 of the buffer drum after each conversion. 

This step will facilitate the writing of post-mortem programs In which instructions can be printed out with symbolic addresses. 

106 C. MIT SEISMIC PROJECT 

As discussed in various previous reports. Problem 106 Is concerned with the inves
tigation of the use of statistical analysis techniques in seismic record interpretations, 
and, in particular, in the separation of "reflections" from background interference on these 
records. More complete descriptions of the problem and the approaches used are contained 
in "Detection of Reflections on Seismic Records by Linear Operators". ' 

The reader is referred to Summary Report No. 41 for the more recent approaches to 
the problem. The program now being developed is a direct spectral factorization program, 
yielding 50 terms of the minimum phase Impulse response. 

Research reports are sent to a restricted group of supporting companies, but repro
ductions may be obtained through the special collection division of the MIT Hayden Library, 
six months after the reports are sent to the companies. 

The programmers for this problem are S, Simpson, D. Grlne, S.. Treltel, and I. Calnan of the MIT Department of Geology and Geophysics. 

S.M.Simpson, Jr. 
Geology and Geophysics Reference 

1. Wadsworth, Robinson, Bryan, and Hurley --GEOPHYSICS, Vol. 18, No. 3, July 1953 

120 B,N. THERMODYNAMIC AND DYNAMIC EFFECTS OF WATER INJECTION INTO HIGH-TEMPERATURE, 
HIGH-VELOCITY GAS STREAMS 

This problem is connected with the development of a potential gas turbine com
ponent, called an'"Aerothermopressor", In which a net rise in stagnation pressure of a hot 
gas stream is brought about by the evaporation of liquid water injected into a high-velocity 
region of the flow. The concepts underlying the operation of the Aerothermopressor are an 
outgrowth of comparatively recent work In the field of gas dynamics, and its proposed function 
in the gas turbine cycle is analogous to that of the condenser in a steam power plant. 

The device consists of a converging nozzle which accelerates the exhaust gases from 
the turbine into a circular duct of varying diameter terminated by a conventional conical 
diffuser, which recovers the kinetic energy of the flow before discharging it to the atmos
phere. At the entrance of the duct, special injectors deliver minute Jets of water which 
are in turn atomized by the rapidly moving gas stream. 

The changes In state within the Aerothermopressor are brought about by the simul
taneous thermodynamic and dynamic erfects of (a) evaporation of the liquid water, (b) momentum 
and energy interactions between the phases, (c) friction, and (d) variations in cross-section
al area of the duct. Under proper circumstances, these effects bring about a net rise in 
stagnation pressure across the device. Further descriptions of this device may be found in 
earlier reports, beginning with Summary Report No. 33, Fourth Quarter, 1952. 

The role of Whirlwind I In the successful development of the Aerothermopressor is 
Intimately connected with the determination of performance characteristics of the device 
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under a l l cond i t i ons of opera t ion kg »»- . s or a comprehensive one-dlmenslonal a n a l y s i s of 
t h e p r o c e s s . This a n a l v s . . . t aneous s o l u t i o n of seven, n o n l i n e a r , f i r s t -
o r d e r d i f f e r e n t i a l e q u a t i o n s . 

During the pas t quart*] •'.or.s were resumed us ing a new Whirlwind program 
( see p reced ing Summary Re:. - p u t a t l o n s were d iv ided I n t o two c a t e g o r i e s : 
(a ) those devoted s p e c i f l c a l l . . I Of Aerothermopressor performance, and (b) those 
connected wi th fu r t he r tea -.-gram and with s t u d i e s of the va r ious methods of 
numerical a n a l y s i s which; 

To I l l u s t r a t e the flex' . . ' .-.e program, a t y p i c a l c a l c u l a t i o n f a l l i n g w i th in 
ca tegory (a) above w i l l be br ief! ; i e s . - r l b e i . The problem was to c a l c u l a t e the s u p e r s o n i c 
c r i t i c a l performance of an Ae: ssor c o n s i s t i n g of an 11" d iamete r s h e l l , seven 
f e o t In l eng th and t e rmina t ing Ml d l f f u s e r having an Included angle of f i v e d e 
g r e e s . Within the o u t e r due: f ive Inches from I t s e n t r a n c e , an a x l a l l y -
symmetrlc p lug , having a p a r a : . : e r v a r i a t i o n from zero a t I t s nose t o a maximum 
of H . 41 - lnches t h r ee -and -one -ha l f feet OovnatrMB of the hose , was t o l i e a long the a x i s 
of symmetry of the d u c t . A normal s::.-.--: f ro - supersonic t o subsonic flow was d e s i r e d 5 1 -
inches downstream of the duct e n t r a n c e . The sequence of c a l c u l a t i o n s were f u l l y au toma t i c 
and included p rov i s ion for varying the Ir .cre-ent s i z e to keep t r u n c a t i o n e r r o r w i t h i n a 
r easonab le bound. The s i n g u l a r so lu t i on ( c r i t i c a l ) was a u t o m a t i c a l l y determined by an 
I t e r a t i v e procedure which adjusted tne i n i t i a l Mach Number u n t i l a t r a n s i t i o n from subson ic 
t o supersonic flow a t cons tan t a rea could be accomplished. One foot from the duc t e n t r a n c e , 
the c a l c u l a t i o n of l i q u i d temperature was a u t o m a t i c a l l y modified to prevent l a t e r o s c i l l a 
t i o n In t h i s func t ion . These c a l c u l a t i o n s used the second-order Runge-Kutta method and r e 
q u i r e d about twenty minutes of computer I 

In the ca tegory of f u r t h e r t e s t i n g of the new program, a r o u t i n e was w r i t t e n for 
a c c u r a t e l y t iming the c a l c u l a t i o n s us ing the Whirlwind c l o c k . The r e s u l t s a re summarized 
below: 

NUMERICAL METHOD 
TIME PER INCREMENT. 

tfl SECONDS" 

E u l e r , F i r s t - o r d e r 0,96 

Backward d i f f e r e n c e s , f i r s t - o r d e r 0.98 

Runge-Kutta, second-order 1,83 

Runge-Kutta, f o u r t h - o r d e r 3.56 

Forward and Success ive d i f f e r 
ences ( t h r e e - p o i n t formulas) 2.68 

Wet-bulb tempera ture c a l c u l a t i o n 0.2 

APPROXIMATE TIME PER 
INCREMENT FOR OLD FKPSRAM. 

IN SECONDS 

15 

These comparative r e s u l t s between the new program and the e a r l i e r one p r o v i d e 
an e x c e l l e n t example of the saving In computer time tha t can be r e a l i z e d with e l i m i n a t i o n 
? f , i ™ S r ! K ^ % h r ° S r r K ?5 w h « n e v e r p o s s i b l e . The new program i s nominally four t imes as 
f a s t , and when the wet -bulb c a l c u l a t i o n rou t i ne Is required i t i s about s i x time-? H I mm-
( f o r the f o u r t h - o r d e r Runge-Kutta c a s e ) . I t should be poin ted ouS t h a t the s i g n t r i c l n t 
me ' thc^o? c a " l c u L u o n ! U l b C a l c U l a t l 0 n t l m e l s d u e P " " ? to a complete r e v l s ^ o f ' t h f 

Numerical a n a l y s i s s t u d i e s have been i n i t i a t e d In an e f f o r t t o de termine t h e 
most favorab le increment s i z e and numerical method from the po in t of view of keeping t h e 
computa t iona l time to a minimum while a l so mainta in ing adequate accuracy ThesI s t S d l e s 

nvolve a computation of the stream p r o p e r t i e s over a given I n t e r v a l u s ing a v a r i e t y J f 
increment s i z e s and then e x t r a p o l a t i n g to zero Increment s i z e fo r the - e x a c t ' s o l u t i o n 
Due t o time l i m i t a t i o n s f o r t h i s s o r t of s tudy, r e s u l t s have h i . „ „ht = , ! A L a ° l u t l o n -
fo r the " s t a r t i n g " regime of the c a l c u l a t l o n s ^ w n l c f h a s a r l u r a r ^ y bee* taken a a V S * 
f o o t . A p o r t i o n of the r e s u l t s for a p a r t i c u l a r casR »» , *^ll<Zll £!?".... k e n a 3 ° - 0 1 

a p a r t i c u l a r case are summarized below: 
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(All quantities refer to stagnation pressure ratio, p /p , at Z - 0.01 feet) 

ACCUMULATED 
NUMERICAL METHOD ERROR 

E u l e r 

2nd-order Runge-Kutta 

4 t h - o r d e r Runge-Kutta 

E u l e r 

2nd-order Runge-Kutta 

4 t h - o r d e r Runge-Kutta 

E u l e r 

2nd-orde r Runge-Kutta 

4 t h - o r d e r Runge-Kutta 

E u l e r 

2nd-order Runge-Kutta 

4 t h - o r d e r Runge-Kutta 

0 / 0 

0.073 
n 

" 
0.28 

• 

n 

0.70 

" 
tr 

1.11 

11 

" 

INCREMENT SIZE 

f ee t 

0 .00028 

0.00140 

0.00213 

0.00081 

0.00249 

0.00351 

0.00162 

0.00371 

0.00490 

0.00214 

0.00461 

0.00570 

NO. OF STEPS 

• 
35 .7 

7 .15 

8 .23 

12.32 

4 . 0 1 

2 .85 

6 .16 

2 .70 

2.04 

4 .67 

2 .17 

1.75 

TIME OF 
COMPUTATION 

seconds 

34.2 

13 .1 

29.4 

11 .8 

7 . 3 

10.2 

5 .9 

4 . 9 

7."3 

4 . 5 

4 . 0 

6.2 

(* The non-integral values appearing here were obtained from a curve of truncation 
error vs. increment size, and do not represent the actual number of Increments used in 
computing the curve.) 

The data above indicates that the 2nd-order Runge-Kutta method is significantly 
faster than either of the other methods for the ranges in distance and in truncation error 
considered. An unexpected result is that for errors on the order of one percent, the 4th-
order Runge-Kutta method is slower than the Euler method. As the error decreases, both 
higher order methods become increasingly superior to the Euler method. Though it is clearly 
understood that the above results apply to the solution of a particular set of differential 
equations, for a given set of initial conditions, and for a particular interval, they 
nevertheless illustrate the importance of considering higher order methods of calculation 
and, further, of providing alternate methods, when planning a program of numerical analysis. 

It is planned to continue these studies of truncation error in intervals succes
sively further downstream. This will be done on a limited scale of effort while continu
ing Aerothermopressor performance calculations. The latter will be carried out using what 
is considered to be a conservative Increment size. 

The Aerothermopressor development program is being carried out at M.I.T. under 
the sponsorship of the Office of Naval Research and is directed by Professor Ascher H. 
Shapiro of the Department of Mechanical Engineering. The theoretical aspects of the prob
lem treated by Whirlwind I are being carried out by Dr. Bruce D. Gavril. 

B.D.Gavr i l 
Mechanical Eng ineer ing 
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122 N. COULOMB WAVE FUNCTIONS 

See S e c t i o n 2 .2 of Par t I . 

123 B,N. EARTH RESISTIVITY INTERPRETATION 

See S e c t i o n 2 .2 of Pa r t I . 

126 D. DATA REDUCTION 

Problem 120 I s a very l a r g e d a t a - r e d u c t i o n program for use In the Servomechan'sms 
L a b o r a t o r y . The o v e r a l l problem Is composed of many component s e c t i o n s which have been 
developed s e p a r a t e l y and a r e now being combined I n t o complete p ro to type programs. D e s c r i p 
t i o n s of t h e v a r i o u s component s e c t i o n s have appeared In pas t q u a r t e r l y r e p o r t s . Af te r t he 
development and t e s t i n g of the pro to type Whirlwind programs a r e completed, tr.e programs w i l l 
be re-coded f o r o t h e r , commercial ly a v a i l a b l e , l a r g e s c a l e computers, (p robably the ERA 
110J , IBM 701 and IBM 704 computers ) , for use by I n t e r e s t e d agencies fo r a c t u a l da ta r e d u c t i o n 
a t o t h e r l o c a t i o n s . The programs a re c u r r e n t l y being developed by Douglas T. Ross and David 
F . McAvlnn wi th the a s s i s t a n c e of Miss Dorothy A. Hamilton, Servomechanlsms Labora tory s t a f f 
members. T h i s work Is sponsored by the Air Force Armament Laboratory through DIC P r o j e c t 
7 1 3 8 . 

The n a t u r e of the problem r e q u i r e s not only extreme a u t o m a t l c l t y and e f f i c i e n c y 
I n the a c t u a l r u n n i n g of the program, but a l s o the presence of human o p e r a t o r s i n the com
p u t a t i o n l o o p f o r the purpose of d e c i s i o n making and program m o d i f i c a t i o n . For t h i s r e a s o n 
e x t e n s i v e u s e i s made of output o s c i l l o s c o p e s so t h a t the computer can communicate with t h e 
human, and manual I n t e r v e n t i o n r e g i s t e r s so t h a t t he human can communicate wi th the computer 
In terms of broad i d e a s , while the computer 13 running, and have the computer program t r a n s 
l a t e these i d e a s i n t o the d e t a i l e d s t e p s necessa ry for program modi f ica t ion to conform t o 
t h e human o p e r a t o r ' s d e c i s i o n . The program which does t h i s t r a n s l a t i o n and m o d i f i c a t i o n I s 
c a l l e d the Manual I n t e r v e n t i o n Program (MIV). The most r ecen t vers ion of the p r o t o t y p e 
d a t a - r e d u c t i o n program I s c a l l e d the Basic Eva lua t ion Program. 

On .Tune 1 and 2 , 1955 a Data Reduction Symposium was held a t the B a r t a B u i l d i n g 
unde r t he s p o n s o r s h i p of the Servomechanlsms Labora tory . The program included d e t a i l e d 
c o n s i d e r a t i o n s of hardware and programming fo r manual I n t e r v e n t i o n swi tch i n p u t s and s c o p e -
t y p e o u t p u t s as we l l a s the use of these devices fo r i n c o r p o r a t i n g the human o p e r a t o r i n t o 
t h e a u t o m a t i c corap- .a t lon loop both for rou t ine computer ope ra t ion and fo r l a r g e s c a l e da t a 
r e d u c t i o n . Ta lks were p resen ted by personnel of the Linco ln , D i g i t a l Computer and Servo-
mechanisms L a b o r a t o r i e s . Demonstrat ions Included the o p e r a t i o n of the Comprehensive System 
U t i l i t y R o u t i n e s , t h e programs of Problem 126 and a s p e c i a l Guided M i s s i l e Launch S imula to r 
program w r i t t e n under Problem 126 t o demonstrate t he use of the Charactron tube on the 
Memory Test Computer a t Bedford. A tour of the Charactron and Typotron manufactur ing f a c i l 
i t i e s a t Ba r t a B u i l d i n g completed the program 

The Bas ic Eva lua t ion program has been r e w r i t t e n t o e l imina te the use of b u f f e r s 
and t o i n c l u d e an a d d i t i o n a l s e t of e q u a t i o n s . Some progress has been made In the r e w r i t i n g 
of t he Manual I n t e r v e n t i o n Program so t h a t i t can U3e an a r b i t r a r y number of drum groups and 
have f a c i l i t i e s f o r easy expans ion . 

The s o - c a l l e d Pa r t I Program which has been In use fo r over a y e a r I s be ing r e 
w r i t t e n for more f l e x i b i l i t y and speed. In the process a new (24,6) square roo t r o u t i n e has 
been devised which uses a combination of Whirlwind o p e r a t i o n s and d i r e c t mod i f i ca t i on and 
e n t r y I n t o t h e Programmed Ar i thmet ic r o u t i n e s to o b t a i n a square roo t In 5 m i l l i s e c o n d s 
i n s t e a d of t h e 31 m i l l i s e c o n d s requ i red for the f a s t e s t r o u t i n e in the Subrou t ine L i b r a r y . 

, 1 ( v „ r ^ f 1 0 ^ P ^ - T r a n s l a t i o n Program for the ERA 1103 Computer i s be ing w r i t t e n i n 
1103 code f o r t r a n s l a t i o n oy the program of Problem 256. The rou t ine a l lows the use of 
mnemonic code a b s o l u t e a d d r e s s e s , and i n t e g e r s t o any base , and inc ludes many checks f o r 
I l l e g a l c h a r a c t e r s and combina t ions . I t follows the convent ions of Problem 256 and i s i n 
tended t o be used f o r making c o r r e c t i o n s to 1103 programs whi le a t the s i t e of the 1103 
computer . J-J.^> 

D.T.Ross 
Servomechanlsms Lab 

l j l , SPECIAL PROBLEMS (STAFF TRAINING, DEMONSTRATIONS, ETC.) 
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In an attempt to increase the effectiveness of the course, WWI time was made 
available to students when the course was given during this quarterly period. The students 
coded a change-making problem, which was chosen to be simple enough for even novice pro
grammers to complete in a short time. About twelve of the enrolled students ran programs 
during the time allotted for this purpose. 

During the past three months, nine groups visited the Laboratory. The affiliations 
of some of the larger groups are given in Appendix 3. 

132 D. SUBROUTINES FOR THE NUMERICALLY CONTROLLED MILLINO MACHINE 

During this period, an Electrical Engineer's thesis entitled Automatic Data 
Preparation for Numerically Controlled Machine Tools was submitted by J.H.Runyon to the 
MIT Electrical Engineering Department. This report contains chapters on metal-cutting 
geometry, numerical methods, description of WWI subroutines written especially for the 
milling machine, description of milling machine tape-preparation routines, results of a 
study of computing facilities outside MIT, and suggestions for future extensions of the 
present study. An appendix contains codes of the library subroutines used during the 
study and detailed descriptions of their operation. Portions of this thesis will be 
available In engineering report form at a later data. 

Application and further development of the subroutine library were continued. 
Two subroutines were successfully tested. One is for more accurate feedrate control 
than was possible with the feedrste-control subroutine previously written and tested. 
The other subroutine 13 for computing cutter-center offsets given two orthogonal tangents 
to the surface at the point under consideration. Milling machine tape was prepared for 
rough and finish cuts on a cam for Stromberg-Carlson Corporation. Another milling machine 
tape was prepared for a spiral to be used In a demonstration of a new numerically controlled 
spin mill at Giddlngs and Lewis Corporation in Fond du Lac, Wisconsin, 

The programmers for this problem were J.H.Runyon and T. Nagle of the Servomechaniams 
Laboratory, MIT. 

J.H.Runyon 
Servomechanlsms Laboratory 

1 « . S AND EC SUBROUTINE STUDY 

An error was found In library subroutine LSR FU 4 b. This subroutine was designed 
to find sines and cosines of large angles, reducing the angles to first quadrant equiva
lents by means of non-interpreted Instructions, thereby shortening the calculation time. 
However, this reduction was found to be in error In certain cases. The subroutine has been 
corrected and is now being tested. 

A seven-point Gauss-integration subroutine has been coded and tested. 

Two ro'.-tlnes for the direct or delayed print-out of (30,0) and (15,0) decimal 
fractions, available In an older subroutine library, have been brought up to date and are 
now available. 

LSR OS 2, Decimal Integer scope output routine, has been rewritten to conform 
to the present status of scope decoders. 

144 N. SELF-CONSISTENT MOLECULAR ORBITAL 

This project has been described In previous reports by Dr. A. Meckler, who has 
comoleted the revisions which he undertook shortly before leaving the M.I.T. Solid State 
and" Molecular Theory Group. (See Summary Report No. 40, p. 17), A second revision has been 
completed by Dr. R. Nesfcet and tested on simple examples. The program is now designed to 
carry out approximate Hartree-Fock calculations for wave-functions of arbitrary configura
tion using the method of symmetry and equivalence restrictions. In the present program, 
all one-electron Integrals are transformed to the orthonormal basis of self-consistent 
orbltals after the last iteration. The Schmidt orthonormallzatlon process is used instead 
of the earlier A ~1'' technique. Convergence has been made more rapid by an extrapolation 

»7 
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method. The program is being tested in a series of calculations of gradually Increasing 
complexity, described under Problem 288, 

R. K. Nesbet 
Solid State and 
Molecular Theory 
Group 

155 N. SYNOPTIC CLIMATOLOGY 

During the last quarterly period, the objective of the project has been to 
specify and predict 5 Day Mean Anomalies for both temperature and precipitation using the 
same statistical methods which the project has been using for the past two years. This Is 
a continuation of worlt which has been In progress for the past few months. Because of the 
amount of data used, and the size of the matrices Involved, it became necessary to program 
the arithmetic operations; several programs have been written for this purpose. 

At the present time this particular phase of the problem is nearing completion. 
Further comments concerning this problem cannot be made until all results have been com
puted and analyzed. 

Programming is being performed by Miss Elizabeth Kelley under the supervision of 
Professor Henry G. Houghton of the K.I.T. Meteorology Department. 

E. A. Kelley 
Meteorology 

156 L. EVALUATION OF THE REFLECTION COEFFICIENT IN A SEMI-INFINITE RECTANGULAR WAVE GUIDE 
p 

Previous results for the range 0&o«ir Indicated that this section of the problem 
should be recoded using Simpson's Rule instead of the Trapezoidal Rule. It was then de
cided to use Simpson's Rule for the other remaining sections of the problem as well, i.e., 
for the parts of the problem in the range -JOS«<0. Preliminary codes were written and run 
for these two latter sections, yielding satisfactory results. These preliminary codes are 
to be converter' to final codes, a relatively minor task, and then run. 

A. Balser 

172 B,N. OVERLAP INTEGRALS OF MOLECULAR AND CRYSTAL PHYSICS 

See Section 2.2 of Part I. 

193 L. EIGENVALUE PROBLEM FOR PROPAGATION OF ELECTROMAGNETIC WAVES 

This problem has been described in detail in Summary Report No. 39. It arose at 
Lincoln Laboratory In connection with the problem of calculating the electromagnetic radio 
frequency field radiated by a Hertzian dlpole to points well beyond the horizon over a 
perfectly reflecting earth through the lower atmosphere idealized to be an lnhomogeneous 
medium with Index of refraction decreasing linearly with height. 

Numerical computations were continued during the past quarter. 

H. B. Dwlght 
Lincoln Laboratory 

lgJ) B,N AN AUGMENTED PLANE WAVE METHOD AS APPLIED TO SODIUM 

An attempt has been made to keep Input to its strictest minimum In a program which 
calculates certain electron energies in face-centered and body-centered crystals. 

The program as It now stands makes much use of punchouts. In the first stage the 
Input consists of the reduced wave vector (specified as Integers) of the point in the 
Brlllouln zone at which energies are to be calculated along with the lattice constant and 
the radius of the inscribed sphere of the unit crystal cell. The output consists of a 
punched tape and an oscilloscope display of the Information punched. When to this tape is 
added certain other information, the tape contains all the physical constants necessary to 
characterize an augmented plane wave (APW) in ensuing calculations at the particular DOlnt 
in the Brlllouln zone. This allows the Input m all other parts of the calculation to be 
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Integers. One can regard these Integers, which are paired, as the two subscripts which 
characterize an APW. One subscript specifies the order of neighbor In reciprocal space 
to which the APW belongs and the other specifies the "band" to which it belongs. As a 
check, one subscript is always taken to be negative, the other always positive. It la 
then simple to program a check to see If a subscript has been missed. 

In the next stage, parameters associated with the APW must be calculated. The 
Input here Is the Initial tape along with a "subscript tape". The output Is a punched 
tape of the calculated parameters followed by a scope display of these. 

The third stage Is an assembly stage where a certain subset of APW Is to be 
assembled to form a subspace In which the Hamlltonlan is to be dlagonallzed. The first 
part of the input consists of all the tapes from the previous stage which contain the compon
ent APW of the subspace desired. These tapes are read Into the computer while the program 
checks to see if they refer to the APW at the point required. This feature guards against 
tape mlxups. Then a "subscript" tape is fed In and completes the Input. As another safe
guard, the program checks to see If all the component APW asked for have been read In. In 
this subscript" tape the order of the subscripts are Important because the secular equation 
routine first solves the secular equation with one APW, then two, then three, etc., until 
the subspace Is exhausted. The output of this stage is a punched tape which now charact
erizes a subspace of APW at a point In reciprocal space. What remains to be specified is 
the particular symmetry the APW Is to have. 

This latter Information is the input of the last stage: generation of matrix 
elements and dlagonallzatlon of the secular equation. The symmetry Is specified by five 
Integers. The first of these specifies the dimension of the representation to which the 
APW are to belong. The sign of this Integer specifies the behavior under inversion. 
Three Integers specify the basis of the representation. The first two of these integers 
specify the "projection" operator to be applied to the APW while a fourth integer specifies 
if the representation or its adjoint is to be given. If only the dimensionality Is given 
the program itself computes the "projection" operator which leads to the fewest number of 
APW in the linear combination of APW which constitutes the symmetricized APW. Along with 
these five Integers the tape from the previous stage completes the Input. As output the 
secular equation (energy and overlap matrices) is punched out and displayed, and, of course, 
the eigenvalues and eigenvectors are displayed. 

Much of the routine outlined above has been tested. In the meantime, calculations 
have been carried out at the points (l,0,l)r/a, (0,0',0)¥/a, and (z,0,0)ir/a for one "band". 
These results indicate that for all but the symmetric states convergence even in one "band" 
is quite good. The convergence for the symmetric states, however, leads one to believe that 
other "bands" should be included. Further Information can be found in the Quarterly 
Progress Reports of the Solid State and Molecular Theory Group. 

M. M. Saffren 
Solid State and 
Molecular Theory Group 

195 C. INTESTINAL MOTILITY 

Problem 195 Is a study of the effect of radiation upon the motility of the small 
intestine in the rabbit. The analysis of records is being performed using autocorrelation 
and Fourier transformation, both performed on WWI under the supervision of D. Hamilton of 
the MIT Servomechanlsms Laboratory. 

Analysis of a total of 89 motility records has been completed on WWI Including 
photographic plotting of both autocorrelation and Fourier transform. Seven records are not 
yet completed. 

Evaluation of analyzed records has Just been started. 

Drt John Farrar 
Evans Memorial 
Hospital 

199 N. LAMINAR BOUNDARY LAYER OF A STEADY, COMPRESSIBLE FLOW IN THE ENTRANCE REQION OF 
A TUBE 

In connection with the research on heat-transfer coefficients for supersonic flow 
of air In a round tube, a theoretical investigation of the characteristics of the laminar 
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boundary layer In the en t r ance region has been c a r r i e d o u t . The boundary l a y e r e q u a t i o n s 
of c o n t i n u i t y , momentum, and energy a re to be solved for s p e c i f i c e n t r a n c e Mach numbers 
and the rma l c o n d i t i o n s a t t h e tube w a l l . 

G i l l ' s method Is used In the numerical i n t e g r a t i o n of t he se e q u a t i o n s . 

A new program u s i n g CS for f i n d i n g the c o r r e c t I n i t i a l c o n d i t i o n s was run s u c c e s s 
fu l l y f o r the s o l u t i o n of t h e f i r s t s e t of d i f f e r e n t i a l e q u a t i o n s . 

Another program l!> being prepared for the s o l u t i o n of t h e t h i r d s e t of d i f f e r e n t i a l 
e q u a t i o n s . 

T.Y.Toong 
Mechanical Engineering 

203 D,N. RESPONSE OF A FIVE STORY FRAME BUILDING UNDER DYNAMIC LOADING 

See S e c t i o n 2.2 of Par t I . 

204 N. EXCHANGE INTEGRALS BETWEEN REAL SLATER ORBITALS 

Tes t ing on t h i s problem Is being continued by P. Merryman of the Physics Depa r t 
ment of the U n i v e r s i t y of Chicago . 

R.K.Nesbet 
S o l i d S t a t e and 
Molecular Theory Group 

212 B,N. DISPERSION CURVES FOR SEISMIC WAVES! MULTILAYERED MEDIA 

See S e c t i o n 2.2 of P a r t I . 

215 D. INDUSTRIAL PROCESS CONTROL STUDIES 

These s t u d i e s are be ing c a r r i e d out by J.B.Reswlck a n d T.P.Goodman of the MIT 
Mechanical Engineer ing Department under problem numbers 213 and 2 8 1 . 

The Machine Design D iv i s ion of the Mechanical Engineer ing Department I s engaged 
in a p r o j e c t to de te rmine t h e c h a r a c t e r i s t i c s of an i n d u s t r i a l p rocess from the random 
f l u c t u a t i o n s In t h e input and output r ecords dur ing the normal course of o p e r a t i o n of the 
p r o c e s s . The method used i s t o compute two s t a t i s t i c a l func t ions — the a u t o c o r r e l a t i o n 
of the inpu t and t h e c r o s s c o r r e l a t l o n between the Input and output of the p r o c e s s . From 
these c o r r e l a t i o n f u n c t i o n s , t h e c h a r a c t e r i s t i c s of the process can be determined much 
more r e a d i l y than from the o r i g i n a l records ( r e f . 1 ) ; hence the i n v e s t i g a t i o n . These 
computat ions Involve a la rge number of succes s ive m u l t i p l i c a t i o n s and a d d i t i o n s , and hence 
can be c a r r i e d out most r e a d i l y on an au tomat ic computer. In t h i s i n v e s t i g a t i o n , c o r r e l 
a t i o n s were performed on Whirlwind I , u s ing programs developed a t the MIT Servomechanisms 
Labora to ry . 

The f i r s t pa r t of t h i s I n v e s t i g a t i o n was repor ted 1n the Qua r t e r l y Report for 
the l a s t q u a r t e r of 195^ a.id In re fe rence 2 . 

The I n v e s t i g a t i o n has been continued in two d i r e c t i o n s : 

(1) Opera t ing r e c o r d s were ob ta ined for a d i s t i l l a t i o n column and a heat exchanger a t t h e 
o i l r e f i n e r y of the Rock I s l a n d Refining Corpora t ion , and c o r r e l a t i o n func t ions for t h e s e 
records were computed on WWI. Some p re l imina ry r e s u l t s have been obta ined on the c h a r a c t e r 
i s t i c s of these p r o c e s s e s ( r e f . 3 ) , and some new e l e c t r o n i c equipment Is being designed In 
order t o ob ta in a d d i t i o n a l Informat ion on process c h a r a c t e r i s t i c s rrom the c o r r e l a t i o n 
f u n c t i o n s . 
(2) As p a r t of a program to extend these methods t o processes with m u l t i p l e Inpu t s ( r e f 3) 
a two-Input process was s imula ted on an analogue computer and sub jec ted t o a r t i f i c i a l 
random I n p u t s . C o r r e l a t i o n func t i ons for the s imulated process were computed on WWI. 

< ^ - , J* 1 S P l a n n e < | t 0 =°n t in«e t h i s I n v e s t i g a t i o n as a d d i t i o n a l o p e r a t i n g r ecords from 
i n d u s t r i a l p rocesses become a v a i l a b l e fo r a n a l y s i s . 
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217 N. VARIATION-PERTURBATION OF ATOMIC WAVE FUNCTION AND ENERGIES 

See Section 2.2 of Part I. 

218 N. TRANSFORMATION OF INTEGRALS FOR DIATOMIC MOLECULES 

A program has been constructed which converts output information of Problem 
234 Into the form of input data required by the programs of Problem lit. 

This program deals with sets of biquadratic linear functlonals fij|k^J 
which are symmetric under interchange of indices 1 and J, of k and i, or of the pairs 
(ij), (ki). These functlonals are actually integrals with certain additional symmetry 
properties which cause large blocks of them to vanish. The Initial data are the blocks of 
independent non-vanishing Integrals arising from a given set of basis functions. From 
these It is required to construct a tensor of the form 

The indices are divided into a number of ranges, corresponding to basis 
functions of different symmetry types. Indices i and j must lie In the same range, which 
might be denoted byof, and k and I In a single ranged, not necessarily the same as". 
When ranges wand ft are the same they specify a single block of integrals £*•< t *«»<J i 
otherwise, there are two blocks £«*|»»J and £*^/»<»J from which integrals must be 
selected in computing A^*. In order to locate a given Integral [1J | kij'on the auxiliary 
drum the indices must beJpermuted to' a canonical order: lij, k fl, and (ij)?-(ki), 
treated as two-digit numbers. The Integrals of a given block occur in this order, which 
ensures that all independent Integrals are Included and that no equal integrals are re
peated. If the index <T has more than one value, Integrals £ij | kij r for the various values 
of <r follow each other on the auxiliary drum. The first address of each integral block is 
stored in a table in the core memory. 

and A and 

and I, 
(k»J 

In the general case the coefficients Cft aid Cxdepend on both the values of ' 
u thplr order, so A ^ Is symmetric under Interchange of Lndioftfl 1 arid j ana of R 

but not of the pairs (ij), (lei). Fo^ given**, 1, and J (l?-j) all elements k\\ 
are to be planted In order on the auxiliary drum. The index ft does not run 

through all ranges of indices and some may be repeated. However, index /> runs through the 
same ranges in order for all values of <*, and <* runs through all ranges without repetition. 

In calculations for which this program Is to be used, single blocks flj | kij 
can be too long to be Included in the core memory. Since elements must be picked out rrom 
arbitrary places in the block it appears to be impossible to avoid making drum transfers 
of single CS numbers (or sets of two or three when <r has several values) Instead of the 
relatively more efficient block transfers. The tensor elements A** are transferred to the 
drum In blocks whenever a certain number have been calculated. Even though the program Is 
forced to use single drum transfers, the over-all speed seems still to be limited primarily 
by the CS arithmetic and by the complicated WWI program needed to control the calculation 
and to compute drum addresses. 

R. K. Nesbet 
Solid State and 
Molecular Theory 
Group 
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224 N. COMPUTATIONS OF THE FIELDS OF VERTICAL VELOCITY AND HORIZONTAL DIVERGENCE 

This problem determines the field of vertical air motion for a series of weathe: 
situations. A detailed description of the problem was given in Summary Report No. 41. 
The results will be analyzed by the Pressure Change Project under the supervision of 
Professor James H. Austin of the M.I.T. Meteorology Department. 

The prograir Is running successfully and results are being compiled. An unusual 
example of data processing, the program computes and displays about 15,000 five-digit 
words of useful information on 1C5 frames of film in about four and one-half minutes. 

W. Wolf 
Meteorology 

225 B,N. NEUTRON-DEUTERON SCATTERING 

See Section 2.2 of Part I. 

226 D. INVESTIGATION OF THE VORTICITY FIELD IN THE GENERAL CIRCULATION OF THE ATMOSPHERE 

Description of Problem 

The physical processes which are Important in the maintenance of the general cir
culation of the atmosphere are being investigated with the aid of a two parameter, non
linear, quasl-geostropiilc model of atmospheric flow. The model makes use of the vortlclty 
equation and the first law of thermodynamics and incorporates effects of nonadiabatic 
heating and friction as well as the vertical advection of vortlclty and the transformation 
of horizontal vortlclty Into vertical vortlclty. A spherical coordinate system with 
pressure as the vertical coordinate has been used in the derivation, and the model Is being 
applied to the Northern Hemisphere from 15°N to 75 N latitude. The two parameters used to 
describe the flow are the 700 mb and 300 mb contour heights. 

With the aid of the model described above It Is planned to examine the role of 
various heating distributions in generating the gross features of the general circulation. 
Ir. particular, solutions for adiabatlc flow will be compared with those for: 

a. a simple heating distribution derived from data on the mean monthly heat 
transports across latitude circles; 

b. a heating distribution which takes into account the so-called "secondary" 
heat sources and sinks which arise because of differences between land and sea; 

c. a succession of heating distributions of Increasing complexity leading to a 
time dependent heating function which varies in the vertical as well as in the horizontal 
direction. 

It is planned to iterate the solution for a period of several days starting with observed 
initial conditions. In addition, solutions will be obtained for the case in which the 
initial conditions are given by a fictitious flow pattern characterized by a random dis
turbance superimposed on a basic zonal current. These solutions will be iterated for an 
extended period and the day-to-day changes of the flow pattern studied in an attempt to 
gain some Insight into the mechanism by which differential heating generates and maintains 
the observed features of the general circulation. 

The equations of the model are of the following form. 

(1) °(y) *S
ZW- " W ^ K f t ^ e . . v r)ft + N(h,h\ smj .wA> y) 

- 0 
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( z ) ^ m = -(const) r | | ' + Js (h,h') + const $1 

( ? ) FT* »0».» ,.v ,*»'»» ».jr) - 0 

(») 0 ( , ) V * „ . H ( y ) * £ . 8 n 

(5) sT = G ( y ) ? | h ' - H ( y ) | | ' 

oMthuM ^ y ? " ^ 8 a . , y . a n d t are the space and time coordinates, respectively, F(), 
<*W. H(), I ( ) , Q, and N() are known functions of the ini t ia l conditions, and, 

h = geopotential height of a pressure surface 

h' = geopotential thickness between two pressure surfaces 

sm= v o r t l c i ty at the mean Pressure level 

s,p- thermal vortlclty 

Pm" v e r t i c a l vortlclty 

Vt() • F1 (y) 0- S9 
V».« •», in i» B HB> 

The following Is the procedure for solving the equations listed above: 

1. Write the equations in finite difference form. 

2. Initially, we are given the fields of h, h'. s , s„ . 
m i 

3. Solve equation (1) for ̂ & ~ by relaxation. 

4. Introduce J T — into equation (2) and evaluate P . 

3 8 
5. Introduce P Into equation (3) and evaluate ^~~ 

6. Extrapolate j-r— and r-r— over a short Interval of time and add this value 

to the initial values of h' and s to obtain the values of h' and s at the new 
m m 

time. 

7. Use these values of h1 and s In equations (it) and (5) to obtain values of h 

(by relaxation) and s at the new time. 

8. Having obtained the new fields of h, h', sm and 3T, i terate the above pro
cedure several times until the desired forecast is obtained. 

Numerical Procedures 

We had planned to solve the finite difference approximations to the equations of 
the model by relaxation, using a graded net of points over the hemisphere. However, we are 
now testing the feasibility of solving by an Iterative application of the inverse matrices 
of the finite difference operators. This method of solution appears worthwhile In view of 
the relatively high speed of multiplication which Whirlwind I Is capable of (approximately 
45 microseconds). Furthermore, this method simplifies the solution for a graded net. 
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Progress and Future Plans 

Programs f o r i n t e r p o l a t i n g the o r i g i n a l da ta t o o b t a i n va lues a t the g r i d p o i n t s 
of the graded ne t , and for computing the mean and thermal v o r t l c l t y have been completed and 
s u c c e s s f u l l y t e s t e d . Programs f o r computing the n o n - l i n e a r f unc t i ons of a ana y nave 
been w r i t t e n but not ye t t e s t e d . A program for i n v e r t i n g a l a r g e o r d e r mat r ix (30 th or 40th 
o rde r ) by p a r t i t i o n i n g and us ing l i b r a r y programs for ma t r ix I n v e r s i o n and m u l t i p l i c a t i o n 
(15th to 20th o r d e r ) has been w r i t t e n and I s c u r r e n t l y being t e s t e d . 

Plans for t h e next q u a r t e r Include completion of the mat r ix I n v e r s i o n s , I f t h i s 
method I s found t o be f e a s i b l e , and s o l u t i o n of the e q u a t i o n s fo r a t l e a s t one I n i t i a l s t a t e . 

Personnel 

This r e s e a r c h I s being c a r r i e d out under t h e s p o n s o r s h i p oi t h e A i r Force Cam
br idge Research Cente r by the fo l lowing p e r s o n s : R . L . P f e f f e r , General C i r c u l a t i o n P r o j e c t , 
HIT; Duane Cooley, Geophysics Research D i r e c t o r a t e ; P . C a s t i l l o , General C i r c u l a t i o n 
P r o j e c t , MIT. Messrs . Cooley and C a s t i l l o a r e engaged In the programming. 

R . L . P f e f f e r 
General C i r c u l a t i o n P r o j e c t 

228 N. EVALUATION OF DIFFERENCE DIFFUSION EQUATION 

See Sec t ion 2 .2 of Pa r t I . 

230 C. DYNAMIC ANALYSIS OF BRIDOES 

Saul Namyet of the MIT Department of C iv i l and S a n i t a r y Eng inee r ing has o b t a i n e d 
the f i n a l r e s u l t s from a long s e r i e s of Whirlwind programs designed to de te rmine the 
dynamic response of a s lng l e -deg ree -o f - f r eedom system having a v a r i e t y of r e s i s t a n c e -
displacement func t i ons and sub jec t ed to a s e r i e s of d i f f e r e n t load ing f u n c t i o n s . 

The bas ic d i f f e r e n t i a l equa t ion : 

Pn "Rn " * < * h l 

Is eva lua ted by means of the second order d i f f e r e n c e e q u a t i o n : 

»2 ( A t ) ' x ( t n ) = x ( t n + 1 ) - 2 x ( t n ) + x ( t n _ 1 ) 

The r e s u l t s of t h i s problem are con ta ined In a p r o j e c t r e p o r t on Cont rac t No. 
AF 33(6 lo ) -2208 submi t ted to Wright Air Development C e n t e r , W r i g h t - P a t t e r s o n Air Force 
Base, Ohio. 

S . Namyet 
C i v i l and S a n i t a r y 
Eng inee r ing 

235 B,N EIGENVALUES FOR A SPHEROIDAL SQUARE WELL 

See Sec t ion 2 .2 of Par t I . 

236 C. TRANSIENT RESPONSE OF AIRCRAFT STRUCTURES TO AERODYNAMIC HEATING 

The t r a n s i e n t response of a i r c r a f t s t r u c t u r e s t o aerodynamic h e a t i n g was I n i t i a t e d 
on January 3 , 1955 by L.A.Schmlt of the MIT A e r o e l a s t l c and S t r u c t u r e s Research Labora to ry 
During the second q u a r t e r of 1955, work has cont inued on t h i s problem. H. Parechan lan has 
been r e s p o n s i b l e for t h e programming during t h i s r epo r t p e r i o d . 

The o v e r - a l l problem Is t h a t of I n v e s t i g a t i n g t h e In f luence of aerodynamic h e a t 
ing on the s t r u c t u r a l des ign of high-speed a i r c r a f t . One s t e p in the s o l u t i o n of the ove r 
a l l problem 13 to de te rmine the t r a n s i e n t t empera ture d i s t r i b u t i o n s in b u i l t - u p a i r c r a f t 
s t r u c t u r e . This phase r e q u i r e s t h e so lu t i on i n gene ra l i zed form of c e r t a i n i d e a l i z e d hea t 
flow problems. The second Idea l i zed heat f low problem (Problem I I ) has been formulated and 
so lved . (See Summary Report No. 41 for a d i s c u s s i o n of Problem I . ) 

Problem I I can be b r i e f l y descr ibed a s the t h i n p l a t e and web problem. Heat 
e n t e r s the system by forced convec t ion on the surface of the sk in exposed t o the e x t e r n a l 
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.n£.fe !̂;,r?;-,:r;«.ri; ssds-ys SWATI - MUMS-
SsSnFS aj?!SSSS , ,« 5 x-afe assau 

" l e u a w ' l a taKen a s a t lmewise s t ep func t i on . The tempera ture d i s t r i b u t i o n i s 
lllTstult^loTtlT. l n l " a U y *"" t h e t h e ™ a l " " P " " . . of the sk in and web m a t e r i a l s 
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The problem i s formulated In terms of the fo l lowing symbols: 

T = a d l b a t i c wal l temperature 

= heat t r a n s f e r c o e f f i c i e n t (boundary l aye r t o s k i n ) 

= length of sk in considered 

• length of web 

• sk in th ickness 

= web th ickness 

= l o c a t i o n a long skin 

= l oca t i on a long web 

• t ime 

«» temperature 

• weight dens i ty 
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p 
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k • thermal c o n d u c t i v i t y 

C - s p e c i f i c heat c apac i t y 
P 

<*- £*- - thermal d l f f u s l v l t y 
! > • 

P 
h - contact Joint heat transfer coefficient 
J 

/ • effective Joint contact length 

Subscripts: 

s refers to the skin or skin material 

refers to the web or web material 

The heat balance equation for the skin is as follows: 

f« ho<Taw - Ts» + ks «£ 3-% - P ^ p a J ; ^ 
3 xZ 3 C 

The heat balance equation for the web Is given by Eq. 2: 

32T 3T 
,., r -w „ r w 

<2> K K-^Z " Pwc
PwJwTT 

The I n i t i a l c o n d i t i o n I s s t a t e d In Eq. 5 : 

(3) when t=0 Tw = T3 = I j 
The boundary c o n d i t i o n s a re formulated a s fol lows: 

3 T . 

^ w 
3 y 

(4) when x = i 3 

(5) when y=^w 

3T„ 
(6) when x=y=0 Z ^ T I " h j V V T w > 

(7 ) when x=y=0 - ^ f t f j f - k j t y V V 

The problem I s put In nondlmenslonal form by In t roduc ing the 
n o t a t i o n : 

d -, aw ' s _, aw'^w 
i's T -T ! "w " 7 T~ 

aw *i w 'aw ' l 

x = h I ?-fc 
k 

P S
C p s i s 

* s ' s 

Z ' s B w W 

With the n o t a t i o n above, the problem def ined by Eq. 1 through Eq. 7 at 
nondlmenslonal form a s a four parameter problem. 
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1 

3 xc 3 t 

(2a) f-Jj A 
9 y2 3 t 

(?a) when t =. 0 a • a • 
^s ^w 

(4a) when x « 1 3^s = 0 

3 x" 

(5a) when y = 1 *9* 
3 7 

(6a) when x - y = 0 — A = P ("a (T, 0) - a (t", 0)1 
3 x L 

3 a -, 
(7a) when x = y > 0 —-St . e 0W(T, 0) - a (T, 0) 

9 y L " 3 J 

Consider the skin to be divided Into n geometric elements of length Ax » — where It Is 
understood that J refers to the Jth skin element^ Consider the web to n 

be divided into m geometric elements of length Ay • — where it is understood that k refers 

to the kth web element. Let 1 refer to the 1th time Increment. If the second difference 

approximation Is used for the first derivatives ^"3 ana 3 "w at it = 7 = 0, while the 

!> x 3 7 
first difference approximation Is used elsewhere, the uncoupled forward finite difference 
formulation can be summarized by Eq. 8 through Eq. 13, 

Let « > - , and « . ^ , 
(A!)2 (Ay)2, 

when J = n 

(8) J*B(l+l,n) . [l - ^ - NJ J»8(i,n) + N03(l,n-1) 

when 1 4t J -4 n-1 

(9) aa(i+i,J) - N a3(i,j-i) + [1 - Ai. - 2NJ a3(i,j) + a a3(i,j+i) 

when J = 0 

(10) a (1+1,0) = =i — f(89Ay+12) a (1+1,1) - (>+2SAy) 
3 9+6PAX +69Ay t 

a3(i+l,2) + 8PA7 0w(l+l,l) - 2PAX p(w(l+l,2)j 

when k =» 0 

a (1+1,0) = i — f(8PAx+12) a (1+1,1) - (5+2PAX) 
w 9+6PAX +bOAy L 

a w ( l + l , 2 ) + 88A7 0B( 1+1,1) - 2OAJT0B( 1+1,2)1 

(11) 

57 

APPROVED FOR PUBLIC RELEASE. CASE 06-1104.



WHIRLWIND CODING AND APPLICATIONS 

when 1 £ k S m-1 

(12) *,<*rt,k) - I ̂ (i.k-D • fi- f J *,<i.*> + f *<*•»*> 
when k • m 

(13) J*w(i+1,<») - | 0wU,m-U • [l - |J J*wU'
m) 

Once Ax and Ay are assigned, the selection of AT In order to prevent divergent 
oscillation of the difference solution Is a routine matter. (See Ftefer_ence_ 1.) For the 
finite difference equations to be stable the increments selected for Ax, Ay, and At must 
be such that the following criteria are satisfied: 

(14) iMlf £ | 
At AT 

(15) ^ > | 

AF a 
Satisfactory damping of convergent oscillations has been obtained by trial. 

The final production program is based on a thirty element physical grid (n»tn»15). 
Given the numerical values of the four parameters ̂ 3, P, S and % as well as a value of 
AT the program computes J 0, J from 10, -.) . At the end of each time cycle the complete 

nondimensional temperature distribution 10,} for nondimenslonal time T = IAT IS avail
able In high-speed storage. Whenever (l-pf,) at J - 0 or (1-0V) at k - 0 reaches 0.1, 

0.2,....etc., up to 0.9 at Intervals of 0.1 the nondimenslonal temperature distribution 0^ 
at that time Is stored on the magnetic drum. At the end of the computing phase for one 
case there are eighteen nondimenslonal temperature distributions, the nondimenslonal times 
associated with each distribution, and the numerical values at the given parameters A s, 
P, 0, > and AlT, stored on the magnetic drum. It is possible, with the present program, to 
compute and store the results for as many as ten cases before introducing the output display 
tapes. The efficiency of the computing phase of this program Is good because the basic 
temperature distribution cycle, which constitutes a major portion of the computation, is 
carried out in Wwl rather than CS II. 

The first output tape_ yields a total of seven scope frames p_er case. The first 
four frames plot {1-0) versus x and y" for each of eighteen values of t. The fifth frame 
Is a plot of (l-0a) versus t for J = 0, 1, 2 etc., up to 15. The sixth frame is a plot of 

(1-0 ) versus t for k = 0, 1, 2, etc., up to 15. The seventh frame is an alphanumerlcal 
scope display of the given quantities which define a case ( P , P, 0, ̂  , and AT), the 

eighteen pertinent times for which temperature distributions are available, and the final 
values of f0\\ • T h e final values of [0A would serve as initial condition in the event 
that it ever became necessary to carry the calculation nearer to the steady state condition. 

The second output (fp) tape displays all the Information stored on the magnetic 
drum. This information Is displayed on the scope in decimal fraction form. Since all the 
values of 0 are between zero and unity the display gives all the values of 0 to four dec
imal places in numerical, and immediately usable, form. It should be noted that for some 
engineering applications the graphical displays provided by the first output tape would 
be sufficiently accurate. 

Work on Problem II Is essentially complete. During the next report period,work 
will continue on the over-all problem. The computation of the transient thermal stresses 
which result from the temperature gradients will be considered. 

Reference 

1. Hildebrand, F.B., Methods of Applied Mathematics, Prentice Hall Inc New York 1952 
p. 5t>3»5. 

L.A.Schmlt 
Aeroelastic and 
Structures Research 
Laboratory 
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278 B,N. SELF-CONSISTENT CALCULATIONS OF NUCLEAR MASS DENSITY 

See Section 2.2 of Part I. 

259 C. GUIDANCE AND CONTROL 

H til ?5J problem was described In the previous quarterly report (Summary Report 
; '»• »£ e F 5everai t e 8 t r u n ? ' t h e C S n Program ran successfully and four runs wc 

made. A George coded program (that Is, a routine coded In the algebraic system des
cribed in previous reports under Problem 108) has now been written Tor this problem but 
not tested. 

ware 

J.H.Lanlng, Jr. 
Instrumentation 
Laboratory 

241 B,N. TRANSIENTS IN DISTILLATION COLUMNS 

The study of an Ideal model of a fractionation tower which is undergoing changes 
in its operating conditions with time has been continued. A program has been written 
which can be used to calculate the plate compositions of a column In which the feed com
position has undergone a step change but the product compositions are maintained constant i 
by controlling the liquid-vapor ratios in the upper and lower parts of the column. Pre
dicted values of liquid-vapor ratios from Instantaneous compositions on plates between 
the feed plate and the top plate are also calculated as though the column were operating 
at equilibrium. Similarly predicted values of liquid-vapor ratios in the lower part of 
the column are calculated from Instantaneous compositions of plates between the feed plate 
and the bottom plate. 

From these data It is hoped to obtain correlations that will Indicate! (l) the 
simplest method for controlling a column by introducing a delay factor when using a single 
intermediary plate composition in controlling the reflux ratio In the upper part of the 
column or the heat load to the reboller; (2) more exact control of a column by using (a) 
more than one plate composition in each part of the column, (b) the time derivative of the 
composition together with its instantaneous value, or (c) the instantaneous plate compos
ition together with the composition of the plate at so-ne earlier time. 

S.H.Davis, Jr. 
Chemical Engineering 

242 N. NUMBER OF STRUCTURES OF RELATIONS ON FINITE SET 

See Section 2.2 of Part I.-

2*5 N. THEORY OF NEUTRON REACTIONS 

In the study of neutron reactions described in Summary Report No. 41, two programs, 
one for finding the power series solution to start the solution of the differential equation 
and the other for the solution Itself and the cross sections have been written and tested 
separately. They have been combined Into a master program which for any given x will find 
the cross sections for any range of X2 by the use of a suitable parameter tape. The program 

has been tested satisfactorily for known values of the cross sections. Trouble of unknown 
origin arose in the first major run but as soon as this is cleared up It is planned to run 
the program for / = 2, £ = .15 finding the cross sections for x - .4(.4) 4.4 and X£ = 

x„ 
the program for / = 2, 
0(5) 160 for each X^ , stopping when X - j?-x 

The problem is being programmed for Professor H. Feshbach of the Physics Depart
ment by E. Campbell and E. Mack of the joint Computing Group. 

E. Campbell 
Joint Computing Group 

246 B,N. SCATTERING FROM OXYGEN 

See Section 2.2 of Part I. 
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247 C. SURFACE PRESSURE PREDICTION 

This problem has been carried out under the supervision of Professor J.G.Bryan of 
the KIT Mathematics Department. The problem, as described In Summary Report No. 41, 
evaluates the Introduction or the quadratic component Into the general linear scheme 
developed by Wadsworth and Malone for numerical forecasting. 

The results will be Included In a report to be submitted to the Geophysical 
Research Directorate of the U. S, Air Force. 

250 C. TRANSLATION PROGRAM FOR THE NUMERICALLY CONTROLLED MILLING MACHINE 

A preliminary version of the NCMM translation program has been completed. 
Tests of this version have shown that the transition from straight-line to circular cuts 
Is, in certain cases, improperly computed by the routine. All other features described 
In Summary Report No. 41 are obtainable with the existing routine, and after this mistake 
is corrected, the system will be available In its entirety. 

The vocabulary accepted by the translation program has been extended to include 
a "zero feed-rate" symbol. A zero feed-rate associated with a cutting Instruction is 
defined to mean that the instruction is actually not to be executed, but that the cut 
preceding or following this instruction (as appropriate) is to be modified as if the in
struction had been obeyed. Thus, the programmer may specify that a sequence of cuts is to 
begin as if the cutter had come from some point on the work or that It end as If the cutter 
were to go next to some other point. This notation Is used to simplify the starting and 
the termination of a continuous sequence of cuts. 

The existing preliminary version has been successfully used by Servomechanlsms 
Laboratory personnel for programming a few pieces to be cut on the tiCMM. Although the 
system has not yet been used sufficiently to permit a reliable statement of its 
effectiveness, some Indication of its value has been obtained. The most difficult of 
the pieces that were tried requires about eight hours of hand computation. Programming 
the same piece for the translation routine required thirty-five minutes, to which must 
be added forty-seven seconds of Whirlwind I computer time for processing the problem. 
The other parts which were programmed indicate a similar reduction In programming time. 
All of the programs submitted for processing were error-free, despite the unfamiliar new 
notation. 

The existing error In the preliminary version will be corrected, and the re
sulting routine will be subjected to test. The possibility of extending the system to 
more complicated cases, especially to three-dimensional problems, will be considered. 

A. Slegel 
Digital Computer 
Laboratory 

252 N. ANALYSIS OF TWO STORY STEEL FRAME BUILDING 

See section 2.2 of Part I. 

856 C. A WWI-BRA 1103 INPUT TRANSLATION PROGRAM 

This two-pass input translation program was described in some detail In 
Summary Report No. 41. The program translates mnemonlcally coded programs for the ERA 
1105 computer punched in Flexowriter form on paper tape into the standard bi-octal form 
directly acceptable by an 110? computer. This program will be used by programmers work
ing on Problem 126. 

At the moment the program appears to be operating satisfactorily in all re
spects. However, automatic operation in the same manner as CS and other WWI codinK 
systems will not be available until the new WWI Input utility program (see Problem 100) 
Is completed. ' 

J. M. Frankovlch 
Digital Computer 
Laboratory 
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257 C. HORIZONTAL STABILIZER ANALYSIS 

The problem is to evaluate the deformations of the horizontal stabilizer of a 
typical present day fighter aircraft subjected to dynamic input conditions. Although the 
solution of the problem has been simplified by uncoupling the equations for rigid body 
motions of the aircraft and the equations for vibratory motions of the stabilizer, the 
rigid body response solutions serve as part of the Input conditions to the vibratory 
equations of motion. Two separate programs have been set up, one for solution of the 
rigid body equations or motion and one for the vibratory equations of motion. 

The rigid body motions considered are vertical translation and pitching rota
tion and, therefore, there are two rigid body equations. These equations are dependent 
nonlinear second-order differential equations; the nonllnearlty arising in the aero
dynamic force terms Introduced by the dynamic Input conditions. Because of the non-
linearity, conventional means cannot be used to solve these equations and therefore re
course to an approximate numerical scheme is necessary. The approximate numerical 
method employed Is a numerical Integration representation of each of the unknown variables 
and its derivatives in terms of previously evaluated values of the variable and Its de
rivatives. The accuracy of a scheme of this nature (step-by-step numerical solution) Is 
dependent on the Increment of time employed in the analysis. The results obtained from 
this program for one input condition have been checked satisfactorily at various points 
by a desk computer solution of the same equations. 

To solve for the vibratory motions of the horizontal stabilizer to dynamic In
put conditions, z. dynamic model representation of the mass and stiffness distributions 
of the stabilizer was made. This representation consisted of seven lumped masses con
nected to one another oy springs. Ordinarily the motions of this system could be repre
sented by seven dependent linear differential equations which are solvable in closed 
form. For the particular structure and input conditions of the present problem, a small 
area of the structure incurs permanent buckles within a short time after Initial applica
tion of the external forces. The properties of the spring which represents the stiffness 
distribution of the buckled area are altered from their initial pre-buckling values. 
As the buckles continue to increase, the properties of the spring continue to change, 
thereby making the equations of motion nonlinear in form and non-solvable by convention
al closed form methods. 

The nonlinear equations of the post-buckling region were linearized and then 
programmed for a step-by-step numerical solution on the Whirlwind Computer. The equa
tions were linearized by dividing the post-buckling region Into parts and making 
straight-line approximations in each of these parts. Although the individual sets of 
linearized equations for each part of the post-bucicling region can be solved in closed 
form by Laplace Transformations, It is considerably more expedient to employ a step-
by-step numerical solution on the Whirlwind Computer. The step-by-step numerical solution 
Involves a numerical integration representation of each of the seven variables and its de
rivatives in terms of previously evaluated values of the variable and its derivatives. 

The program operated satisfactorily for the seven lumped mass system described 
and for a particular set of Input conditions. It Is intended in the future to analyze 
a twelve lumped mass system subjected to various input conditions. 

E. S. Crlsclone 
Aeroelastlc and 
Structures Research 
Laboratory 

258 C. DYNAMIC ANALYSIS OF AN AIRCRAFT INTERCEPTOR. 

This problem, described in Summary Report No. 41, has Deen completely checked 
out and eight solutions have been run. The first three solutions were for the purpose 
of determining how well certain force and moment equations described the motion of an 
aircraft. These solutions were also used as check solutions for analogue computations 
performed on the M.I.r. Flight Simulator of the Dynamic Analysis and Control Laboratory. 

As a result of the first three solutions and the analogue study, certain 
changes were indicated as desirable in the given equations and In some constants and in
put functions involved. These changes were applied to the Whirlwind programs, and new 
solutions were run to study the effect of the changes. 

The results of the second series of runs are now being considered by engineers 
of the D.A.C. Laboratory and the Department of Aeronautical Engineering. Thre= 
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supplementary s o l u t i o n s a r e planned to complete the s tudy . 

K. Kavanagh 
Dynamic A n a l y s i s 
and Cont ro l 
Labora tory 

259 L. THE MEDIUM FREQUENCY IONOSPHERIC PROPAGATION STUDY 

The e a r t h ' s atmosphere between the a l t i t u d e s of approximately 75 and 500 m i l e s 
I s p a r t i a l l y i o n i z e d , and c o n s t i t u t e s t h e region known as the Ionosphere . Under c e r t a i n 
c i rcumstances and over c e r t a i n frequency r anges , t h e ionosphere i s capab le of r e f l e c t i n g 
r a d i o waves; t h i s f a c t i s the b a s i s of most p r e sen t - day long range communication and 
n a v i g a t i o n sys tems . Also, most s t u d i e s o f . t h e p h y s i c a l s t r u c t u r e of t h e ionosphere u t i 
l i z e r a d i o wave r e f l e c t i o n a s the p r i n c i p a l exper imenta l t o o l . For t h e s e r e a s o n s , t h e 
behavior of a r a d i o wave t h a t has undergone Ionospher ic r e f l e c t i o n i s of c o n s i d e r a b l e 
i n t e r e s t . 

The p h y s i c a l s t r u c t u r e of the Ionosphere appears t o be q u i t e compl ica ted ; I t 
I s n e i t h e r homogeneous, nor I s o t r o p i c , nor cons t an t in t ime. I t i s s u b j e c t t o v a r i o u s 
p e r i o d i c and a p e r i o d i c d i s t u r b a n c e s such as me teors , sunspo ts , and v a g a r i e s In the e a r t h ' s 
magnetic f i e l d . No d e t a i l e d p h y s i c a l theory of t h e ionosphere i s known t h a t s a t i s f a c t o r i 
l y accoun t s for a l l of the ionospher i c phenomena t h a t have been observed; t h e problem 
appears t o be somewhat worse than g i v i n g a d e t a i l e d theory of the t roposphe re ( lower 
a tmosphere) t h a t would s a t i s f a c t o r i l y account f o r t h e weather . 

However, c e r t a i n types of ionospher ic problems may prove amenable t o a s t a t i s 
t i c a l type of t r e a t m e n t ; i t i s a problem of t h i s type tha t i s the sub j ec t of the p r e s e n t 
s t u d y . When a s t e a d y - s t a t e , s i ng l e - f r equency r a d i o wave i s d i r e c t e d a t the i o n o s p h e r e , 
both the phase and ampli tude of the r e tu rned wave a r e observed t o vary i n t ime ( a t a 
f ixed p o i n t ) and in space (a t a fixed t i m e ) . The s t a t i s t i c a l s t r u c t u r e of t h i s v a r i a 
b i l i t y i s of I n t e r e s t . For example, the p r o b a b i l i t y d i s t r i b u t i o n s of ampl i tude and 
p h a s e , t h e a u t o c o r r e l a t i o n func t ions of ampl i tude and phase, t h e s p a t i a l c o r r e l a t i o n 
func t ion of ampl i tude , the c r o s s - c o r r e l a t i o n func t ion of the ampli tude a t d i f f e r e n t 
p o i n t s of space , and the c o r r e l a t i o n of ampl i tude fades and phase s h i f t s a r e a l l impor
t a n t d a t a . 

In r ecen t y e a r s , s t a t i s t i c a l t h e o r i e s of ionospher ic r e f l e c t i o n have been 
developed in which some of the s t a t i s t i c a l data above are p r e d i c t e d . Some of t h i s t h e o r y 
i s of a s i m p l i f i e d na tu re ( l ) (2) ( 3 ) , whi le some I s based on h igh ly r e f i n e d p h y s i c a l 
t h e o r i e s (4) ( 5 ) ; however, t h e s t a t i s t i c a l r e s u l t s a r e often the same In e i t h e r case ( 5 ) . 
Some of t h e r e s u l t s p red ic t ed by t h i s theory have been appl ied t o ionospher i c s t u d i e s , 
and have been t e s t e d in h igh ly l i m i t e d ways (6) (7) ( 8 ) . However, no thorough s tudy o f 
t h e ( s h o r t - t e r m ) s t a t i s t i c s of a r e f l e c t e d wave has ye t been made, e s p e c i a l l y not under 
c i r cums tances a p p r o p r i a t e t o communication and n a v i g a t i o n sys t ems . There e x i s t s con
s i d e r a b l e doubt as t o the v a l i d i t y of the t h e o r i e s mentioned. The ch ie f r eason why no 
such s tudy has been made in the past i s the formidable amount of computation r e q u i r e d ; 
t h e d e t e r m i n a t i o n of l a rge numbers ( s e v e r a l hundred) of c o r r e l a t i o n f u n c t i o n s would be 
I m p o s s i b l e , as a p r a c t i c a l m a t t e r , in the absence of l a r g e - s c a l e , h igh-speed compute r s . 

The p r i n c i p a l o b j e c t i v e of the p re sen t s tudy i s to p a r t i a l l y c l o s e t h i s g a p . 
From January through A p r i l , 1955, r eco rd ings of l c n o s p h e r l c a l l y r e f l e c t e d waves were made 
f o r f ive hours pe r day, in such a way t h a t the s t a t i s t i c a l parameters mentioned above 
could be de te rmined . (Under the c i rcumstances of t h i s exper iment , about one hour i s r e 
qu i r ed f o r a s t a t i s t i c a l sample, so t h i s i s roughly equ iva len t t o five independent 
samples pe r day . ) The t r ansmis s ion pa th was from South Dartmouth, Mass t o For t 
B e l v o l r , V i r g i n i a , a d i s t a n c e (g rea t c i r c l e surface d i s t a n c e ) of about 3§5 mi les (620 
Km.) . The frequency employed was 543 k i l o c y c l e s , and the hours of obse rva t i on were 
from 1:00 AM to 6:00 AM ( l o c a l t ime) d a l l y . Under t he se c i rcumstances , observed s i g n a l s 
c o n s i s t a lmost e n t i r e l y of a "one-hop" wave r e f l e c t e d from what i s known as the E r e g i o n 
of the i onosphe re . ^ 

The raw d a t a obta ined in the experiment have been t r a n s c r i b e d on to punched 
paper t ape for p roces s ing on Whirlwind I , where the s t a t i s t i c a l parameters w i l l be com 
p u t e d . I t i s f e l t t h a t the r e s u l t s ob ta ined w i l l be of I n t e r e s t P b o ? h i n b a s i c l o n o " 
sphe re t h e o r y and i n the p r a c t i c a l des ign of communication and nav iga t i on sys tems? 

This r e s e a r c h was supported from January , I951 , through Januarv lor,k hv thP 
Department of S t a t e . Since January , 1954, I t has been supported j o l n u 7 b y t n e ' u ^ S ? 

or 
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Army, Navy, and Air Force. Both contracts have been with the Massachusetts Institute of 
Technology. 
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260 N. ELECTRONIC ENERGY OF THE OH MOLECULE 

Most of the work on this problem has so far been concerned with two major part3 
of the calculation, namely, the calculation of the many various integrals Involved, and 
the evaluation of the "Lowdln Overlap Determinants" (LODS). (Ref. 1) 

Calculation of Integrals 

The basic set of ore-particle functions are the Hartree-Fock Is, 2s, and 2p 
atomic oxygen orbltals, and the'hydrogen ground state function. From these, the Slater 
determinants (SDs) having the proper ground state symmetry of the OH molecule ("ir) are 
formed. A linear combination of these dctermlnantal functions is then taken as the wave 
function describing the ground states of the molecule, and their coefficients determined 
by the variational principle to give the lowest ground state energy (secular equation). 
The elements of the secular equation are the one- and two-electron interaction Integrals 
between the atomic orbitals. Using a program written for Whirlwind I by F. J. Corbato, 
many of the coulomb, exchange, hybrid, etc., one- and two-center integrals have been 
calculated so far. Up to several hundred radial integrations have been computed at one 
time (i.e., in one "run" of Whirlwind). 

The two-center (one- and two-electron) integrals are calculated by first ex
panding the hydrogen function about the oxygen as center. For this purpose, Corbato, 
Karo, and Freeman have tested a program for calculatinglradial parts of the terms ap
pearing in the expansion of the functions (ref. 2) e-kr an(j e-kr /r about another 
center. The convergence of the terms in the integrals calculated this way seems good. 

Lowdln Overlap Determinants 

Basic to the use of non-orthogonal functions are the numerous overlap inte
grals which appear in the interaction of SDs. 

A systematic way of handling the extraordinarily large number of terms that 
arise in this was recently given by Lowdln. As Lowdln has shown: the non-orthogonality 
lnteKral of two Slater determinants is equal to the determinant of all the non-
orthoKonallty" integrals formed from the basic set of one-electron orbltals. There 
Overlap Determinants of Lowdln (LODs) as well as their minors (of first and second order) 
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provide a straightforward way of calculating the matrix elements of the Hamlltonlan (or 
any other operator) between SDs made up from a non-orthogonal set of one-particle functions. 
Even so, the evaluation of the numerous minors and double minors Is tedious even for our 
relatively simple case of 9 x 9 SDs. The simplifying features apparent In the U3e of ortho
gonal functions are missing, with the result that many Integrals are not zero In our case. 
Even ir an Individual LOD Is zero. Its double minors are not, and the corresponding matrix 
elements of energy (consisting of two-electron lntegrals)glve plentiful contributions to 
each term In the secular equation . 

Lowdln's complete formalism Is being used In our conflguratlonal Interaction 
approach to the OH problem. Thus far the myriad of minors and double-minors arising from 
the 91 Independent LODs formed from the thirteen basic SDs have been evaluated. It still 
remains, as a major task, to have them double checked. 

This work will be used by A.J.Freeman In a PhD thesis In Solid State Physics. 

References 
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261 C. FOURIER SYNTHESIS FOR CRYSTAL STRUCTURES 

During the spring of 1955 several programs were set up for the use of Whirl
wind I for crystal structure analysis as carried out In the Crystallographic Laboratory 
of the Department of Geology and Geophysics under the supervision of Professor M. J. 
Buerger. 

The principal computational problems arising in crystal structure analysis can 
be described as follows: 

1. Transformation of the experimentally found "data" (diffracted x-ray am
plitudes) which are given in "reciprocal space" to the vector or electron density 
function In "real or crystal" space by means of a Fourier transformation according to 
the general formulas: 

(1) P(xyz) - 212 £ F Z
h k l

 c ° s 2T(hx + ky + lz) 
h k 1 

and 

(2) />(xyz) = f I I r , M e"2,rl(hx + Ky + 12 ) 
' h k 1 nKi 

where P(xyz) Is the three dimensional vector density or Patterson function, y° (xyz) 
the three dimensional electron density function, Fh. , is the diffracted x-ray amplitude 
(in general a complex quantity), F^= F . F* the nKX diffracted x-ray intensity 
(always a real number), xyz are the coordinates In "real" space, and hkl the coordi
nates In reciprocal" space. 

m ?' „The sec°nd Problem is the reversed process, namely the transformation from 
direct to reciprocal space. This amounts to the computation of the scattered am
plitude or structure factor Fh, a by means of a similar Fourier transform, according to 
the formula: 

(3) FhH .Zt^^}*^}* l*j> 
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atom, x y y . , z . t h e c o o r d i n a t e s of t h e • e r e f, ae lng the s c a t t e r i n g power of the J t n 

J atom and h, k, 1 the coo rd ina t e s In " r e c i p r o c a l " ' s p a c e 

For the use with Whirlwind,programs for s p e c i a l cases of e q u a t i o n s (1) and ( 2 ) 
were prepared by S M. Simpson, J r . , A s s i s t a n t Professor In the Department of Geology 
and Geophysics and for equat ion (?) by G. Mahoney of the Whirlwind computer s t a f f . 

For both types the most gene ra l (noncentrosymmetr lcal and t h r e e d i m e n s i o n a l ) 
ca ses a r e in p r e p a r a t i o n . 

These programs were app l i ed by M. J . Buerger t o the d e t e r m i n a t i o n of the c r y s 
t a l s t r u c t u r e s of Wol las ton i t e CaSlO, and P e c t o l l t e CaNaSl-jOoH and by Theodor Hahn t o t h e 
computat ion of the t h r e e dimensional P a t t e r s o n funct ion of" d l g l y c i n h y d r o c h l o r l d e , 
from which I t i s hoped t o obta in the s o l u t i o n of the s t r u c t u r e by means of the "minimum 
f u n c t i o n . " 

The i n v e s t i g a t i o n s are being con t inued , and I f s u c c e s s f u l , p u b l i c a t i o n In a 
s c i e n t i f i c Journal i s env isaged . 

Prof. M. J . Buerge r 
Geology and 
Geophysics 

263 C. FLIGHT PATH OF AN AIRCRAFT DURING PULLUP 

This problem was somewhat de sc r ibed in the Summary Report No. 111. I t I n 
volves a s e t of 5 s imultaneous f i r s t o r d e r d i f f e r e n t i a l equa t ions p l u s a a e t of a s s o 
c i a t e d a l g e o r a l c e q u a t i o n s . The program for the problem was w r i t t e n for CS I I u s i n g 
the L ib ra ry of Subrout ines for s i n e , c o s i n e , square r o o t , and d i f f e r e n t i a l e q u a t i o n s . 

The problem concerns high angle p u l l - u p bombing where the f l i g h t pa th p r i o r t o 
p u l l - u p I s a s t r a i g h t - l i n e dive a t the t a r g e t . A pull- 'up I s then executed and c a l c u l a 
t i o n s cont inue u n t i l a so -ca l l ed r e l e a s e po in t occurs . The CS I I problem s o l v e s the 
e q u a t i o n s for each point (At = .1 sec) and cons ide r s each poin t a p o s s i b l e r e l e a s e 
p o i n t . A miss I s computed for each po in t and by p l o t t i n g misses a g a i n s t t ime t h e r e 
l e a s e po in t s can be read off. 

This i s done for a v a r i e t y of I n i t i a l cond i t i ons and two s e t s of d i f f e r e n t i a l 
e q u a t i o n s . 

The programming for t h i s problem was done by C. Block of t h e M. I .T . I n s t r u 
menta t ion Labora tory , 

C. Block 
I n s t r u m e n t a t i o n 
Labora to ry 

26t C. OPTIMIZATION OF AIRCRAFT ALTERNATOR REGULATING SYSTEM 

In the pa s t , the problem of e l e c t r i c a l machine design has been solved by some 
t h e o r y , many r u l e s of thumb, and a copious amount of i n t u i t i o n and I n s i g h t . The s o l u 
t i o n t o the problem by t h i s method may s a t i s f y the design s p e c i f i c a t i o n s , but t h e d e 
s i g n e r has no reason to expect h i s s o l u t i o n t o be an optimum one. By optimum we mean 
in t h e sense of minimum weight , s i z e , c o s t , o r a combination of s i z e , we igh t , and c o s t . 
The amount of c a l c u l a t i o n required to find such an optimum for a r e l a t i v e l y i n t r i c a t e 
machine would be p r o h i b i t i v e if done by hand. 

With the advent of the high-speed d i g i t a l computer, the p o s s i b i l i t y e x i s t s of 
f i n d i n g an optimum design for an e l e c t r i c a l machine qu ick ly and wi th economy. The t e c h 
n iques may be extended t o op t imize , not only the machine, but a system i n c l u d i n g a 
machine. 

Two approaches toward the o p t i m i z a t i o n have been proposed: 

1. T r i a l and e r r o r : An e l e c t r i c a l machine may be r e p r e s e n t e d fo r d i g i t a l 
computat ion as a program which determines q u a n t i t i e s l i k e heat r a t e , wave-form d i s t o r 
t i o n and s h o r t - c i r c u i t cur ren t from the dimensions and o t h e r p h y s i c a l pa ramete r s of 
the machine. The ca lcu la t ed q u a n t i t i e s have c o n s t r a i n t s Imposed on them by t h e d e s i g n 
s p e c i f i c a t i o n s . Using the t r i a l and e r r o r approach, we would t ry many r e a s o n a b l e 
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combinations of dimensions and parameters, and select the one which satisfies the design 
specifications and gives the optimum machine (minimum weight, for example). This pro
cedure can be improved by choosing the changes for the next trial on the basis of the 
results of previous trials - an educated trial and error approach. 

2. As a minimization problem: The optimization problem, mathematically, Is 
one of finding the minima of a function of m variables subject to n constraints. The 
variables are the dimensions and parameters of the machine, the constraints are the de
sign specifications, and the function to be minimized is weight or size. 

The first method has been used on a small scale using punched card techniques 
with good results. Some work has been done by the writer on planning numerical proce
dures for the second method. These will be presented in a future report. 

Progress in First Quarter 

The first task that was undertaken was developing a sufficiently accurate 
calculation scheme for use with the computer over the ranges of the design parameters 
to be tested and to compare the results with the behavior of an actual machine. A 
40-kva aircraft alternator is of particular interest to this project, and It was chosen 
as the machine to optimize. 

The only special numerical procedure necessary here was a suitable representa
tion of nonlinear functions, such as magnetization curves, for the computation. A third 
order interpolation routine was written which uses Gauss's forward formula.2 

A program has been successfully run to check which design parameters are most 
Important In matching each of the specifications. 

Work is in progress to develop a more accurate calculation scheme for the al
ternator to be used with the optimization procedures. Plans call for the completion of 
the more accurate calculation scheme and tests of the optimization procedure by the end 
of the summer. 

Personnel 

R. M. Saunders - A s s o c i a t e Professor of E l e c t r i c a l Eng inee r ing ( V i s i t i n g ) 

R. F . Nease - Research A s s i s t a n t In E l e c t r i c a l Eng ineer ing 

J . B. Dennis - Research A s s i s t a n t in E l e c t r i c a l Eng inee r ing 

The work r e p o r t e d he re I s being done a t the Servomechanisms Labora to ry u n d e r 
the s p o n s o r s h i p of the U. S . A i r F o r c e . 
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265 L. ELECTRON DIFFUSION IN AN ELECTROMAGNETIC FIELD 

S o l u t i o n s a r e d e s i r e d f o r t h e second o r d e r boundary-value problem 

I fl!|ki . U c o s ^ y + g ^ f y ) . W 2 ( y ) 

dy I y - . 5 ay | y -1 .0 = ° 

for v a l u e s of the pa rame te r s £ , "I , g . 
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k. u.4. 1 ̂ 5"°Vtin? p r o g r a? w a s glttta which used an estimate of *(.5) to get a solution 
to this initial value problem. This solution then was used to modify the estimate of 

*(.5) by an amount depending on the degree by which 3£ I , . differed from zero. A 
oy 1 y»i,0 

solution for g - 2.0 x 10'5, <? - 3.6 x 10"3, 1 - 5.6 x 10'5 was determined. Changing 

1 to 1.6 x 10 caused the problem to be so sensitive to variation In *(.5) that a 

variation of .005 in this value caused a variation of approximately 2 x 1019 In the value 
of *(y) .5iy 51.0. 

After trying several variations of this procedure, the technique of "feedback" 
was abandoned completely In favor of systematic trial and error using only the Information 

t h a t dy I y-1.0 w a s P ° E l t l v e o r negative (with respect to a threshold Interval about 0). 

A subsequent solution has been obtained by this method. 

D.N.Arden 
Digital Computer 
Laboratory 

266 A. CALCULATIONS FOR THE MIT REACTOR 

An investigation of the response of water-cooled reactors, with MTR type fuel 
elements, to slow changes in reactivity is under way. 

A study will be made of the resulting time history of reactor power, fuel 
element temperature, and coolant channel pressure. 

The system can be described by three interacting sets of equations: 1. the 
nuclear kinetics, 2. the thermodynamics, and 3. the fluid mechanics. 

From the thermodynamics and fluid mechanics the average percentage of steam in 
the coolant channels is calculated as a function of the heat output of the reactor and the 
coolant flow rate. 

Assuming fog flow, the properties of the steam-water mixture can be calculated 
and used In the Fanning equation. 

"! r(v _v )+
ALf^mn 1 AL 

KS2[
(Vm V + 2rh J

+ vmn gS' <- " " " h 

An energy balance between the entrance to the coolant channel and point n can be written 

hZ_ « ,.,2 0 „. L_ 
(2) C„(T -T ) + p n ' 2S2gJ O - T 

These two equations, together with tabulated data, can be solved by trial and 
error for the pressure drop in the fuel element and the percent of steam. 

For the nuclear kinetics the following equation is assumed: 

i 

(5) (p-^)jzr + 
*-fission 

2 V i • ' It 

The reactivity can be written as 

CO P = P e * Pm 
In which p is the externally controlled reactivity and pm changes with the amount of 

steam In the reactor. 

The calculation of pm Is described below. 

The critical mass of a critical reactor, or the period * for non-critical 
reactor can be found by solving the equations: 
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C ' Dev -Zs -7-WS
 + P V f (5) 

(6) 

The two-group model was assumed. 

— was assumed 
rr 

o. 

Only the highest eigenvalue solution of A Is considered to give 0 - 0Qe 

For the calculation of the critical mass 7\ =• 0 and the solution is obtained 
by varying the critical mass. 

For the calculation of the period, the critical mass Is constant and the 
solution Is obtained by varying the period ;\ . 

The solution is obtained by writing out the appropriate differential equations 
for the fuel and reflector regions and assuming the following conditions: 1.) the fluxes 
are continuous at the boundaries; 2.) the net currents are continuous at the boundaries; 
3.) the flux is 0 at the outer boundary; It.) spherical symmetry is assumed. 

In this problem a four region reactor is calculated: non-multiplying region 
in the center, fuel In the next region and two non-multIplylng regions on the outside. 

In order to have a solvable set of equations, the determinant of the coefficients 
of the resulting 12 equations must equal zero. 

The correct value of ^ or the critical mass is found by trial and error. 

In order to bypass difficulties in evaluating determinants with values close 
to zero, the following procedure was followed. 

One of the arbitrary constants was assumed equal to one. Eleven of the twelve 
simultaneous equations were solved and the results substituted in the twelfth equation. 

It was postulated that if the 12th equation were close to zero, all the other 
equations would be close to zero. 

This turned out to be true In all cases calculated. 

With the aid of perturbation theory it was possible to obtain expressions for 
the average thermal neutron lifetime, i (Ref. 1) and the fractional change In k per unit 
fraction of steam produced in the fuel region, also called void coefficient (Re?? l). 

(7) hA 
k 2 _ 

,WAk\ 

d < v V v 

p 
I 'A f»s dV 

-P£ f j ^ d v +z{ u ; ^ s d V • zt ;v^fdV., t D2 / ^ *p„dv-j£f DZ/ v j w 
£ t r t r f V *T "f 

V * ^ s d v 
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.,, ? quantities give insight into the behavior of a reactor In a transient. 
They will be calculated in each case studied. Knowing the pump characteristics, it will be 
posslole to find for each power level the flow rate and the percent of steam. This In turn 
will give the change In reactivity calculated from perturbation theory. 

Finally, after these values have been calculated and tabulated on WWI, a solution 
of equation (5) will be sought on an analogue computer. 

The thermodynamics and hydraulic calculations were set up by R. Howard, Dynamic 
Analysis and Control Laboratory. The nuclear calculations setup and all programming for 
WWI were done by ti. Troost. This program Is being carried out for the Nuclear Reactor 
Project. Ho definite results have been obtained as yet. 

Nomenclature 

P 

W 

v 

L 

r 

6L 

r h 

g 

s 

T 

h 

2n 

Q 

J 

C_ 

• pressure (lb/ft'') 

» total flow rate (lb/sec) 

= specific volume (ft'/l*5) 

• length (ft) 

= fraction factor 

• L -L (ft) 
m n x ' 

=• hydraulic radius (ft) 

= 32.2 ft. lbs. matter/sec. lbs.force 

= area for flow (ft2) 

• temperature (°F) 

= heat of vaporization (rr~) 

• steam flow rate (lbs/sec) 

= total heat added In section considered (BTU/sec) 

= constant ( 

ft-lbs, 

BTU 
= specific heat (BTU/lb °F) 

r 

subscripts m_ and ri refer to 2 different points along the length of the fuel element 

subscript o_ refers to the entrance 

p • react ivi ty 

I. 
m 

t 
V 

D 

0 

= fraction of delayed neutrons 

= average number of neutrons per fission 

= macroscopic fission cross-section 

• decay constant of l'th group of delayed neutron precursors 

= concentration of l'th group of delayed neutron precursors 

= mean thermal neutron lifetime 

• time (seconds) 

• the vector operator del . (or nabla) 

. diffusion coefficient 

• neutron flux 
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j? • macroscopic cross-section 

k - Infinite reproduction factor 

p - resonance escape probability 

r • average speed of neutrons 

A - period of the reactor 

V = volume of the reactor 

subscript s_ is for the slow group 

t_ Is for the fast group 

tr Is for transport cross-3ection 

0* - Indicates an adjoint flux 

Reference 
1. The formulas used were developed from perturbation theory by Dr. 

267 B. NUMERICALLY CONTROLLED HILLING MACHINE TURBINE BLADE 

M. Benedict 

M. Troost 
Chemical Engineering 

Machining warped surfaces on the NCMM Involves the determination of a set of 
curves, each of which Is to be approximated by a series of straight line segments. These 
curves are the intersections of the surfaces with a series of planes. The straight line 
segments used to approximate each curve lie in the plane whose intersection with the surface 
forms that curve. The path of the center of a cutting tool during the machinery operation 
Is a series of straight lines between points on the normals to the surface and at a dis
tance from the surface equal to the radius of a ball-shaped cutting tool. 

The given data locates certain points on the surfaces of a turbine bucket for an 
aircraft Jet engine currently In mass production. These points are given for the boundaries 
of eight croBs sections on the airfoil portion of the bucket. At present, the problem Is 
one of interpolation between given points on the cross sections and also between cross 
sections In order to define the surfaces In greater detail. The Interpolation will result 
In a series of points representing curves formed by the intersections of the surfaces with 
planes parallel to the given cross sections. 

A program to perform this Interpolation has been written and is now being checked. 
It is based on the formula for polynomial interpolation in terms of divided differences 

f(x) =. f x O x l ] ( x - x 0 > + [ x O x l x z ] C x - x 0 ) ( x - X l ) + [ x o X l x 2 x J 

( X - X Q M X - X ^ U - X . , ) + + [ x ^ . . ^ ] ( x - x 0 ) ( x - x 1 ) . . . ( x - x n _ 1 ) . 

Due to the error inherent In taking measurements of the giver, data from experimental models 
oi airfoil sections, divided differences of higher than the third order show increasing 
divergence. The above formula was applied, therefore, to the third order divided differ
ences. Work In the immediate future will consist of calculating the normals to the given 
surface at each point found In the above program, locating with reference to a set of 
orthogonal axes points on each normal at a distance from the surface equal to the radius 
?,£,}he <ruttlns t00l> and programming these points as the path of the tool center for the 
NCMM, At present, It is planned that this last program will be run on the NCMM and that 
the airfoil section of a pair of forging die blocks will actually be machined. 

Thif Project was besun wlth the idea of making a detailed economic evaluation 
of the conventional methods of machining the dies in question as compared to the method 
outlined above. Since this project Is for academic credit toward a Bachelor's degree, time 
limitations have forced the elimination of further studv into the Prnn™i« „r <-hS iZL 
methods. ion of further study into the economics of the two 
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268 C. EXTRAPOLATION TECHNIQUES 

The problem under consideration was the extrapolation of certain time series 
arising from a particular, classified physical problem. Physical considerations made 
acceptable the hypothesis that the true series could be represented by means of low de
gree polynomials. 

The following two methods of determining those polynomials were considered: 

1. find the polynomial which is best In a weighted, least squares sense over a 
certain set of data points, or 

2. first compute n+1 equally spaced and smoothed data points and then pass a 
polynomial oi' degree n through these polntB. 

Whirlwind I was used to apply these methods to the particular data under con
sideration. From the results of these runs the accuracies of the two methods were com
pared In terms of the parameters of each method. 

The second method proved to be superior for the data used. However, no general 
conclusions can be deduced from the study made. 

S. A. Petrlck 
Servomechanlsms 
Laboratory 

269 D. DYNAMIC BEHAVIOR OF SHEAR WALL TESTING MACHINE 

See Section 2.2 of Part I, 

270 B. CRITICAL MASS CALCULATIONS FOR CYLINDRICAL GEOMETRY 

There are no exact analytic methods for calculating the critical masses of re
flected reactors of more than one variable dimension. Spherically symmetric reactors 
can be calculated exactly, but cylindrical and paralleloplped ones cannot. One is forced 
either to a multigroup-multlregion polnt-by-polnt Integration, or to finding some approxi
mation to the exact solution. This problem will attempt to test approximations for cylin
drical geometry. 

Experimental critical masses of cylindrical reactors were obtained by A. H. 
Snell In 1946, for core^: containing uranium 2J5, heavy water, and aluminum, surrounded by 
a heavy water reflector. If a'satisfactory approximation were developed, It could be ex
tended to the designs of other reactors, notably the projected MIT reactor. 

The approximation now being tested 1s patterned after one developed by J. F. 
Hill. The exact analytic solutions are written for two cases: a radially reflected 
reactor and an end reflected one. Both solutions are obtained from the basic neutron 
diffusion equation, A Z 0 U + Bl

dff±. = 0. Two groups are used (fast and thermal) and two 
regions (core and reflector). The boundary conditions are that fluxes and neutron cur
rents be continuous at the core-reflector interface, and that the fluxes vanish at the 
outer surface of the reflector. 

reflected case 
Applying boundary conditions, the solutions are of the form (for the radially 

Fast Flux 

p pz ' F r s t Cur ren t 
l r 1 

[AX'+ CY'] 
l c L J 

XAX + SjCY = 

Dlc CS1AX' + S2°Y 'J " D l r FS3FZ1' + ° Z 2 j S 1 ° W C u r r e n t 

SXAX + S2CY - S JFZ1 + 0Z? Slow Flux 

n 
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By Cramer's rule, the determinant of the coefficients. A, C, F, and G must equal 
zero for non-trivial solutions. Similar equations are found for the end reflected case 
except that X, Y, and Z are trigonometric and hyperbolic functions. 

The solutions are then superimposed. One obtains (In Snell's case) a fourth 
and eighth order determinant which must simultaneously equal zero. All physical con
stants and dimensions are fixed, leaving two variables, critical mass and the radlal-
longltudinal buckling 3pllt, which correspond to the two determinants to be solved. 

Progress to date has been the writing of the program, and the development of a 
subroutine to calculate the Bessel functions, J~, J., IQ, I,, KQ, and K.. No critical 

mass calculation has yet been obtained. 

An additional section has been written, but not tested, for calculation of the 
neutron lifetime and void coefficient. This is accomplished by taking a 100 x 100 mesh 
net covering the reactor, and integrating the fluxes numerically. First order perturba
tion theory Is used. 

This technique will also be useful for calculation of reactivity losses due to 
burnout poisoning etc. In addition, plots of the radial and longitudinal fast and slow 
(real and adjoint) fluxes can be obtained. 

If the method proves feasible. It will be extended to a four-region reactor, 
possibly with more energy groups. 

Another approximation method exists, and It Is planned to try It In the future. 
It involves expanding the fluxes in Fourler-slne and Fourier-Bessel series, and solving 
the resulting equations. It has the advantage of using three energy groups, and should 
be more accurate. 

Nomenclature 

2c 

D2r 

Rc 

Rr 

Sl< 

X 

t 

Fast core diffusion coefficient 

Fast reflector diffusion coefficient 

Slow core diffusion coefficient 

Slow reflector diffusion coefficient 

Radius of 'core 

Radius of reflector 

Coupling coefficients 

JoOrO 

:0 ^ l r R r ) 
0 ( * l r R c ) - M i T T r j K o ( * l r R c ) 

f i r 

lo($2rRc) 
ioJ|2r

Rr) ,:0 (Kr\) [K0(fiA). 
Radia l p a r t of r e a l buckl ing s o l u t i o n / * 2 

Radia l p a r t of imaginary buckl ing s o l u t i o n * * 2 

Analogue of r e c i p r o c a l f a s t d i f f u s i o n l eng th 

Analogue of r e c i p r o c a l slow d i f f u s i o n l eng th 
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2 2 2 

' lr T V "/V 

62 . 1 + M
2 X2 

5 2r L 2 + / * mrv 

X • age In r e f l e c t o r 
2 

L - t he rma l d i f f u s i o n length in r e f l e c t o r 

This s tudy i s be ing ca r r i ed out in connect ion with an Sc. D. t h e s i s for the 
Chemical Eng inee r ing Department. 

J .R .Powel l , J r . 
Chemical Engineer ing 

271 B. EVALUATION OF A BEAM SPLITTING TECHNIQUE 

This problem i s a s tudy of a proposed method of Improving the accuracy wi th which 
conven t iona l s e a r c h radar systems de te rmine t a r g e t a;:lmuth a n g l e s with r e s p e c t t o a f ixed 
c o o r d i n a t e sys tem. The o p e r a t i o n of e x t r a c t i n g azimuth Informat ion with an e r r o r l e s s than 
the r a d a r a n t e n n a ' s beam width i s sometimes r e f e r r e d t o as 'beam s p l i t t i n g ' . The necessary 
programming d e t a i l s for WWI a r e being performed by Pe te r F . Enge l , and t h e numerical r e s u l t s 
oo ta lned w i l l be Incorporated In to an M.S. t h e s i s r e p o r t to be submitted by him to the 
Department of E l e c t r i c a l Engineer ing a t MIT in August , 1955. The problem r e p r e s e n t s one 
phase of a comparat ive a n a l y s i s being conducted by Mr. Char l ton M. Walter of the Applied 
Mathematics S e c t i o n of the Computer Laboratory of the Air Force Cambridge Research Cen te r . 
Mr. Rober t B e r n s t e i n of the E l e c t r o n i c s Research L a b o r a t o r i e s a t Columbia Un ive r s i ty was 
r e s p o n s i b l e fo r t h e a p p l i c a t i o n of a maximum l i k e l i h o o d e s t i m a t i o n procedure t o the beam 
s p l i t t i n g problem, and his work i s desc r ibed in d e t a i l In a r e p o r t (Ref. 1) publ i shed by 
Columbia U n i v e r s i t y . 

The beam s p l i t t i n g problem i s c h a r a c t e r i z e d , in p a r t , by Inherent s t a t i s t i c a l p ro
p e r t i e s , and t h e p a r t i c u l a r s o l u t i o n under c o n s i d e r a t i o n here i s e s s e n t i a l l y an a p p l i c a t i o n 
of the maximum l ike l ihood e s t i m a t i o n of a popula t ion parameter . A p r i n c i p a l o b j e c t i v e Is to 
compute e s t i m a t e s of a t a r g e t ' s azimuth pos i t i on us ing s imulated radar d a t a , and t o s tudy 
the d i s p e r s i o n of these e s t i m a t e s about the known p o s i t i o n . 

The t y p e of search r ada r system considered employs a con t inuous ly r o t a t i n g an tenna , 
r a d i a t i n g one o r more d i r e c t i v e beams of pulsed s i g n a l s on an S-band microwave c a r r i e r . 
Pulse widths a r e In the v i c i n i t y of one t en th to four microseconds and a re emit ted a t the 
common pu l se r e p e t i t i o n f r equenc ies of 200 t o 400 p u l s e s per second. The r a d i a t i o n p a t t e r n 
of t h e antenna has the form /s_in_V\2 where y i s the angular d e v i a t i o n from the an tenna a x i s . 

* y ' 
As the rad ia ted beam I l l u m i n a t e s a t a r g e t , r e f l e c t e d pu l ses a re re tu rned t o the 

r e c e i v e r over an a r c length equal t o t h e a n t e n n a ' s beam wid th . I f t he re were no random 
noise or t a r g e t s c i n t i l l a t i o n p r e s e n t , the pulse ampli tudes would follow the antenna p a t t e r n . 
In g e n e r a l , however, noise and s c i n t i l l a t i o n combine with the echo s i g n a l and produce a 
skewed o r d i s t o r t e d p a t t e r n from which i t i s d i f f i c u l t t o de te rmine the t a r g e t ' s azimuth 
p o s i t i o n by i n s p e c t i o n . By cons ide r ing each pulse In the azimuth scan as a s i n g l e sample 
of a random v a r i a b l e whose p r o b a b i l i t y d i s t r i b u t i o n I s known, t h e t a r g e t az imuth , 9 , can be 
e s t i m a t e d . 

A t h r e s h o l d , h. I s s e t a r b i t r a r i l y to q u a n t i z e the I n d i v i d u a l p u l s e s making up 
a complete scan I n t o two d i s c r e t e l e v e l s . The p r o b a b i l i t y of a pulse belnf, l a rge enough to 
exceed the t h r e s h o l d leve l depends upon the gain of the antenna In the d i r e c t i o n of the 
t a r g e t a t the I n s t a n t the p u l s e wa3 r e c e i v e d . This In turn depends on the angle between the 
antenna a x i s and t h e azimuth of the t a r g e t a t t ha t I n s t a n t . The azimuth of the a n t e n n a ' s 
a x i s I s always known, thus I t Is poss ib l e to formulate the p r o b a b i l i t y , f j ( x ^ O . K ) , of 
r e c e i v i n g a pu lse of amplitude x , , as a funct ion of t a r g e t azimuth 0 ) and the s l g n a l - t o -
nolse r a t i o K. I f the s impl i fy ing assumption i s made tha t succes s ive pu l ses are s t a t i s 
t i c a l l y independen t , a Jo in t p r o b a b i l i t y , F f X j , . . . x n ; 6 , K ) , f o r d e t e c t i n g a l l the p u l s e s of 
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a scan can be formed. This d i s t r i b u t i o n I s ca l l ed the l i k e l i h o o d f u n c t i o n , L, f o r t h a t 
p a r t i c u l a r s can . 

(1) L = P(Xj x n ; «,K) - " f j U j ! 8,K) 

where n Is the number of pulses per scan. The maximum likelihood method now consists In 
choosing as an estimate of the unknown population value of 8, the particular value that 
renders L as great as possible. Since log L attains Its maximum for the same value of 9, 
as L, one has to solve the equation, 

(2) 91og L a £ alog f, (x1 ; 8,K) = 0 
3 0 1 3 6 

The solution, 3, Is the desired target azimuth. Equation (2) can be reduced to a more 
convenient fom, 

(J) %. W1(k,8)x1 = 0 

where W (K,8) Is a weighting function of the two variables K and 0. For computational 
purposes, W can be plotted as a function of 8, for discrete values of slgnal-to-nolse 
ratio K. * 

After determining 8 for each scan, the computer compares the answer with the 
known position of the target, and records the difference between the two. This Is re
peated for several video threshold levels, h, and for several values of n, to study the 
distributions of the dispersion In 8. 

Runs have been completed during which position estimates were computed at four 
discrete thresholds. In all four cases, 6<t azimuth scans were processed, each of which 
contained 35 pulses. The resulting distributions of the estimates were found to have 
their mean values displaced from the true position by not more than 3 0/0 of the antenna's 
beam width, and each distribution had a standard deviation about the mean of approxi
mately 9 0/0 of the beam width. The antenna's beam width Is taken to be the distance be
tween the 3 db points of the radiation pattern, and for the results cited above, was 
equal to one degree. 

References 

1. Technical Report T-I/I28; Department of Electrical Engineering; Electronics Research 
Laboratories; Columbia University Engineering Center; 652 West 125th Street, New York 27, 
New York. 

P. F. Engel 
Electrical 
Engineering 

272 L. GENERAL RAYDIST SOLUTION 

A system of equations has been derived by Dr. G. C. Sponsler of Lincoln Labora
tory to provide for a particular set of data the position of an aircraft in latitude and 
longitude to an accuracy of better than six parts in one million. 

The Raydl3t system employs one master radio receiver and three slave stations, 
any two of which may be used with the master station to provide data for a solution. A 
system of rectangular axes Is referred to an origin located on a plane determined by the 
master and two slave stations. The aircraft is assumed to be on an ellipsoid. A system 
of three simultaneous quadratic equations is then derived, the coefficients of which are 
functions of Raydlst data, and the solutions of which are rectangular coordinates of the 
aircraft. These rectangular coordinates are then transformed with latitude and longitude. 

A program was written to solve the simultaneous system of equations by minimizing 
a sum of squares. It was learned, however, that convergence to the solution was too slow 
to render this method practical. Therefore, the system of equations was reduced to a single 
eighth degree polynomial equation by eliminating variables. A program for computing the 
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coefficients of this polynomial and obtaining Its roots is now being written. 

G. Mahoney 
Digital Computer 
Laboratory 

27? N. ANALYSIS OF AIR SHOWER DATA 

, , „ , A Sroup under the direction of Professor Bruno Rossi of the Physics Department 
of MIT is engaged in an experimental study of the size spectrum and arrival directions of 
large air showers. This group includes G. Clark, J. Earl, W. Kraushaar, J. Llnsley, and 
F. Scherb. 0. Clark and F. Scherb are primarily responsible for the design of the WW I 
analysis program. 

The data for this study Is obtained with twenty large scintillation counters 
arranged in an array 500 m. in diameter. The density of particles and the arrival time 
of the shower front at each of the twenty counters Is recorded whenever an air shower 
strikes the array. From these data the size of the shower, the location of the core, and 
the direction of arrival are determined by digital computation. 

The data consist of particle densities gj (i • 1, 2, ...,20), relative arrival 

times t1, the sidereal time, and various Instrumental constants such as the counter locations 

x1#yj. The direction cosines £, m, n of the shower axis relative to the ground are deter

mined by finding those values of k, I, and m which minimize the expression 

«, 20 
A. = ^ T (k-iXj - myj - ct1)' 

1=1 

n is related to i and m by the equation 

n =/ 1 - i 2 - m2 

The right ascension and declination of the 3hower axis are then computed from the direction 
cosines and the sidereal time. 

The core location (X,Y) and shower size N are found by determining the values of 
<* t P 3 X, and Y which minimize the expression 

20 

1=1 * 

fl " 1 + R, 

(2 
-!' 

»j =/(X - Xj)2 + (Y •y t)
1 - [i(X-x,)+ m(Y-Vl)J 

The expression for f. Is a convenient empirical represent-
at lon'of the l a t e r a l density distr ibution of part icles Ir. an a i r shower. The s ize of the 
shower Is then computed according to the equation 

H - ; HOT- 2T R dR 

The f i r s t part of the computation program is devoted to the reduction of the 
experimental data to a form suitable for computation. The next part i s a solution of the 
three f i r s t degree simultaneous equations for lf m, and n (which come from the minimization 
requirement) and the computation of celes t ia l coordinates. The las t part of the program Is 
the minimization of the expression * by means of I terat ive subroutine, and the calculation 
of N. 
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The program has been w r i t t e n and p a r t s of I t have been t e s t e d . 

E f f o r t w i l l now be devoted t o t e s t i n g t h e program. When the program i s s u c c e s s 
f u l l y run a thorough s tudy w i l l be made of the accuracy and r e s o l u t i o n of the e x p e r i m e n t a l 
and a n a l y s i s s e t u p using f i c t i t i o u s showers. Ac tua l shower da t a w i l l t h e n be a n a l y z e d . 

G. Clark 
F . Scherb 
Physics Department 

274 N. MULTIPLE SCATTERINQ OF WAVES FROM A SPATIAL ARRAY OF SPHERICAL SCATTERERS 

See Sec t ion 2.2 of Part I . 

275 B. BUCKLINO OF SHALLOW ELASTIC SHELLS 

See Sec t ion 2.2 of Part I . 

277 C. HORIZONTAL STABILIZER MODES, SHAPES AND FREQUENCIES 

This problem Involves the d e t e r m i n a t i o n of n a t u r a l mode shapes and f r e q u e n c i e s 
of an a i r p l a n e s t r u c t u r e r ep resen ted by a lumped mass dynamic model. The se t of s imul tan
eous l i n e a r equa t ions which governs t h e f ree v i b r a t i o n s of t h e system i s solved by a p r o 
ce s s of matr ix i t e r a t i o n t o y i e ld the mode shapes and f r e q u e n c i e s . 

The s e t of s imultaneous equa t ions may be w r i t t e n in mat r ix form a s : 

MM -if*! 
w 

The A ' s and w ' s a r e the modal c o e f f i c i e n t s and t h e f r equenc ies r e s p e c t i v e l y . The D ma t r ix 
I s computed by combining t h e d e f l e c t i o n Inf luence c o e f f i c i e n t s f o r t h e dynamic model , the 
c o n s t a n t s p e r t a i n i n g to the mass and geometr ic p r o p e r t i e s of the a i r c r a f t s t r u c t u r e , and 
t h e cons t an t s f o r the r i g i d body degrees of freedom of p i t c h i n g and v e r t i c a l t r a n s l a t i o n . 

The main tape fo r the program c o n s i s t s of a s e t - u p for computing the D m a t r i x , 
i t e r a t i n g for each mode shape and f requency, and a p rocess f o r sweeping the D m a t r i x t o 
e l i m i n a t e each success ive mode a f t e r convergence . The tape has been prepared i n a g e n e r a l 
form which l i m i t s n e i t h e r the s i ze of t h e D mat r ix nor the number of modes to be found . 
However, the s i z e of the D matr ix and the number of modes t o be found a r e p r e s e n t l y l i m i t e d 
by the h igh-speed s torage capac i ty of t h e computer. 

A secondary t a p e , which i s fed i n to t h e computer wi th the main t a p e , i n c l u d e s t h e 
m a t r i x of i n f luence c o e f f i c i e n t s , the cons t an t s a s s o c i a t e d wi th the two r i g i d body deg rees 
of freedom, and a constant equal t o t h e number of modes t o be found. I f i t i s so d e s i r e d , 
i t i s a simple m a t t e r to e l i m i n a t e e i t h e r o r both of the r i g i d body deg rees of freedom and 
o b t a i n c a n t i l e v e r mode shapes and f r e q u e n c i e s . 

Three problems have been solved dur ing t h i s per iod wi th s a t i s f a c t o r y r e s u l t s . 
F i r s t a can t l l eVered beam model, c o n s i s t i n g of t h r e e lumped masses , was run t o d e t e r m i n e 
t h e soundness of the program. Next, a c a n t i l e v e r model wi th seven masses was run and seven 
mode shapes and f requenc ies were o b t a i n e d . F i n a l l y , a 12 x 12 mat r ix c o n t a i n i n g bo th pi tch
ing and v e r t i c a l t r a n s l a t i o n degrees of freedom s u c c e s s f u l l y y ie lded t h e f i r s t f i v e mode 
shapes and f r e q u e n c i e s . 

I t i s contemplated In the fu tu re to run i n v e s t i g a t i o n s on v a r i o u s o t h e r models . 
I t i s a l s o p o s s i b l e to use t h i s program to solve o t h e r e igenva lue problems which a r i s e in 
o t h e r branches of e n g i n e e r i n g . 

N.P.Hobbs 
K.R.Wetmore 
A e r o e l a s t l c and 
S t r u c t u r e s Research 
Labora to ry 

278 N. ENERGY LEVELS OF DIATOMIC HYDRIDES (L1H) 

In a Qua r t e r l y Progress Report of the S o l i d S t a t e and Molecular Theory Group a t 
MIT (Ref. 1) we considered b r i e f l y the problem of the e l e c t r o n i c energy of the l i t h i u m 
hydr ide molecule . Using I s and 2s atomic wave func t i ons for t h e l i t h i u m atom and a I s 
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wave function for hydrogen, we found that six states occurred with proper ground state 
symmetry and proposed to examine the problem of interaction between these states as a 
function of the lnternuclear distance. 

The specific atomic functions which we are using are the orthonormal Is, 2s, and 
2p Hartree-Fock wave functions for lithium (Ref. 2), and, located on the hydrogen atom, a 
normalized Is Slater Atomic Orbital which Is expanded about the lithium atom for purposes 
of calculation. This procedure of expanding an orbital located on one center about another 
center has been outlined uy F.J.CorbatS (Ref. J) and is particularly simple for the analytic 
form we have chosen. The Hartree-Fock wave functions are, of course, orthogonal; but the 
hydrogen wave function has not been made orthogonal to the lithium wave functions so that 
the overlap integrals must be evaluated. 

All of the one-electron and two-electron Integrals have been obtained for the 
lithium atom taking into consideration the Is, 2s, and 2p functions; and all of the add
itional overlap, one-electron, and two-electron Integrals for the lithium hydride molecule 
near the observed lnternuclear distance, using only the Is and 2s lithium functions and 
the hydrogen Is function, have also been calculated. With the exception of the kinetic 
energy integrals the computations have been performed on the Whirlwind digital computer using 
the routines developed by F.J.CorbatS (Ref. 3). 

An Intermediate calculation has been completed for the electronic energy of the 
neutral lithium atom as a partial check of our work. Using the 13, Zs, and 2p Hartree-Fock 
lithium wave functions one may construct the possible determlnantal wave functions for the 
-S and 2P cases; from these, four states may be formed which possess the 2S ground state 
symmetry and five states with ZP symmetry. The single determinant representing the unexclted 
'S ground state gave an electronic energy within one-half per cent of the experimental value, 
in good agreement with that found by Fock and Petrashen (Ref. 4), When the matrix of Inter
action of the four 2S states was dlagonallzed, there was an almost Insignificant decrease of 
the electronic energy for the ground state. This seems to indicate that the configuration 
interaction with the excited otates results in a negligible correction. The ZP state was 
similarly but slightly lowered when configuration interaction with the four other excited 
states was included. The calculated value for the wave length of the transition between the 
2p and Zs states was also within one-half per cent of that experimentally observed. 

A preliminary valence bond calculation has been completed for the lithium hydride 
molecule near the observed lnternuclear distance. Tne value of the electronic binding 
energy for this single state was found to be about one-third of the observed value of 
2.5 + 0.2 electron volts given by a linear Blrge-Sponer extrapolation (Ref. 5). 

Attention at the moment is centered on combining the basic integrals which we have 
obtained, to form the Hamlltonlan matrix and the overlap matrix. We shall be able then to 
determine the extent of configuration interaction in refining the valence bond calculation 
which has been made. We are also 'prepared to extend the treatment to a number of lnter
nuclear distances in the near future. 
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2 8 0 B . CORRELATION FUNCTION 

This problem concerns the application of the theory of Stationary Time Series to 
Meteorology. Specifically, It Is concerned directly with the methods and ^eory of Linear 
Prediction aB developed by Norbert Wiener which requires extensive use of harmonic analysis. 

The work represents an attempt to extend the so-called factorization to more than 
two aeries and to set up the problem of determining the prediction operator for multiple 
series on a practical computational basis. So far as Is known, no one has as yet obtained 
the prediction operator for two or more series by direct application of Wiener's theory. 

The computational work can be separated as follows: obtaining correlation 
functions; obtaining spectra of these correlation functions and related functions; factor
ization (which leads directly to the prediction operator). At the present time, the first 
phase is essentially completed. It Is expected that the entire problem will be completed 
during the next quarter. 

The programming has been performed by R. E. Buschke, and B. Rankin Is aiding In 
the theoretical considerations of the problem. 

This research Is being undertaken as a doctoral thesis In the Department of 
Meteorology, Massachusetts Institute of Technology. 

P. Hanna 
Meteorology 

281 C. CORRELATIONS AND TRANSFORMS 

See r e p o r t under problem number 213 above . 

282 B. HELICOPTER BLADE FLAPPING INSTABILITY 

Equat ions d e s c r i b i n g the behaviour of a h e l i c o p t e r r o t o r b lade having t h r e e 
d e g r e e s of freedom, f l a p p i n g , bending, and t o r s i o n , were fo rmula ted . The a n a l y s i s , which 
took f u l l account of r e v e r s e flow e f f e c t s , led t o t h r e e d i f f e r e n t i a l e q u a t i o n s each of 
which con t a ined a term invo lv ing an i n t e g r a t i o n over the span of the b l a d e . These e q u a t 
i o n s . w e r e so lved by G i l l ' s method, a s t e p - b y - s t e p numer ica l i n t e g r a t i o n procedure s i m i l a r 
t o the more f a m i l i a r Runge-Kutta method. A program making use of t h i s method was drawn up 
fo r use on Whirlwind I , 06 I I . The program w i l l de t e rmine , fo r a p a r t i c u l a r f l i g h t con 
d i t i o n , t h e t r a n s i e n t response of the b lade by e v a l u a t i n g and r e c o r d i n g on the o s c i l l o s c o p e 
v a l u e s of each of t h e degrees of freedom a t f i f t e e n degree I n t e r v a l s of t h e azimuth a n g l e . 
I t was found t h a t t h e computer r equ i r ed approx imate ly e i g h t seconds t o compute the v a l u e s 
a t each az imuth a n g l e . 

Runs were made t o de te rmine the e f f e c t on b lade s t a b i l i t y of a v a r i a t i o n i n each 
of the f o l l o w i n g : l ) r e v e r s e f low, 2) blade we igh t , J ) p i t c h - f l a p coup l ing a n g l e , 4) r o t o r 
a n g u l a r v e l o c i t y , and 5) I n c l u s i o n of a t o r s i o n degree of freedom. 

The conc lus ions r e s u l t i n g from the above were : l ) i n c l u s i o n of r e v e r s e f low e f f e c t s 
l ead t o h i g h e r va lues of forward speed a t which i n s t a b i l i t y occurs than would o t h e r w i s e be 
found, 2) a t the f l i g h t speed i n v e s t i g a t e d , the h e a v i e r the b l a d e , the more s t a b l e I t i s , 
3) on t h e b a s i s of the runs made (only two in number), the p i t c h - f l a p coup l ing ang le does 
n o t a p p r e c i a b l y a f f e c t the damping of the f l a p p i n g motion, and 4) due t o l a c k of t i m e , the 
a u t h o r was not a b l e t o ob ta in any r e s u l t s from 4) and 5) above. However, I n i t i a l r e s u l t s 
ob t a ined whi le the "bugs" were be ing worked out of the tapes seem to i n d i c a t e t h a t t h e t o r 
s i o n d e g r e e of freedom has an Important d e s t a b i l i z i n g e f f e c t . 

A complete d e s c r i p t i o n of t h i s problem, i nc lud ing a l l Whirlwind r e s u l t s , i s p r e 
sen ted In a M a s t e r ' s t h e s i s submit ted t o the Department of Ae ronau t i ca l E n g i n e e r i n g . 

P . J . A r c l d l a c o n o 
A e r o n a u t i c a l Eng inee r ing 

283 B. A STUDY OF ERROR-REDUCTION IN INFORMATION SYSTEMS 

An a t t empt was made t o s imula te the e r r o r - r e d u c t i o n c h a r a c t e r i s t i c s of a l<5-node 
network by t h e c a l c u l a t i o n of s e v e r a l a r b i t r a r y measures of redundancy Networks were 
chosen i n which the measure of c e n t r a l i t y as o u t l i n e d by Bavelas was c o n s t a n t . The m i n i 
mum number of s t e p s t o complet ion of a t a s k was a l s o kept c o n s t a n t . Connect ions between 
nodes were r e p r e s e n t e d d i g i t a l l y as ones , no-connec t ions as z e r o s . I t was found 
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n S d e s " ! n c r e a L d ) 1 h a d r « d M ^ f „ I ° " f i S ^ 1 ' * " t h e r a t e o f informat ion t r a n . f e r r e d between 
noaes i n c r e a s e d ) had a high average redundancy and I t was a l so found t h a t networks which had 
h o r i z o n t a l connect ions ( i . e . , t i e s between members in a l eve l ) r a t h e r than v e r t i c a l connec?-
Mon b e t w L n e ™ f n H m e m b e r S / n , a d J O l n l n g l e v e l a ) « " " > " • < ! an Increas ing™ n o n l i n e a r N a t i o n between redundancy and the number of s t e p s toward completion of Information t r a n s f e r . 
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285 N. AUGMENTED PLANE WAVE METHOD AS APPLIED TO CHROMIUM CRYSTAL 

The r a d i a l Schroedlnger equa t ion i n t e g r a t i o n r o u t i n e has been modified t o d i s p l a y 
wave f u n c t i o n s numerical ly on the scope. This f a c i l i t a t e s f ind ing the range of energy for 
which t h e wave func t ion remains e s s e n t i a l l y unchanged a t a given r a d i u s . W i t h - t h i s i n f o r 
mation, a s has been pointed out by Lelghton, the i n t e g r a t i o n can be speeded up c o n s i d e r 
a b l y . 

S ince a l l the rou t i ne s descr ibed under problem 1911 are used for t h i s problem, 
some of t h o s e r o u t i n e s have been t e s t e d under t h i s problem number. 

M.M.Saffren 
Solid S t a t e and 
Molecular Theory 
Group 

286 B. RESPONSE OF THE HUMAN PILOT IN A DAY SUPERIORITY TYPE FIGHTER FLYING A LEAD 
PURSUIT COURSE 

This problem was undertaken for p a r t i a l Mas t e r ' s t h e s i s c r e d i t by Donald 
Spangenberg and William Banks. The programming was done by Char les Block of t h e MIT 
I n s t r u m e n t a t i o n Laboratory us ing the "George" code (an a l g e b r a i c system desc r ibed in 
p rev ious Summary Repor ts under Problem 108). I t involved solving 25 s imul taneous f i r s t -
o r d e r d i f f e r e n t i a l e q u a t i o n s . 

This problem was an attempt t o study the performance of a p a r t i c u l a r f i r e c o n t r o l 
computer , r e p l a c i n g the human p i l o t by a s u i t a b l e p i l o t - r e s p o n s e - f u n c t i o n . This same 
problem was run on a REAC with a human p i l o t In the system. By obse rv ing the p i l o t ' s r e s 
ponses ove r many REAC r u n s , Spangenberg and Banks were a b l e t o d e r i v e some s o r t of p l l o t -
per formance- funct lon t h a t should s imula te the p i l o t ' s r e sponses . Although the programming 
was t e c h n i c a l l y c o r r e c t , the r e s u l t s were not what Spangenberg and Banks a n t i c i p a t e d . 
More t ime was needed in examining some of the l o g i c used In going from an a n a l o g - t y p e 
s i m u l a t i o n t o a d i g i t a l - t y p e . However, s ince theses were due, f u r t h e r work could not be 
c a r r i e d o u t . The conclus ions t h a t were drawn on t h i s Incomplete s tudy can be found in an 
MIT F l i g h t Control Laboratory repor t 7210-T20, "Response of the Human P i l o t In a Simulated 
Day -Supe r io r i t y Type F igh te r , by Spangenberg and Banks. 

C. Block 
In s t rumen ta t i on 
Laboratory 

287 D. SAMPLED-DATA CONTACTOR SERVOMECHANISM 

The problem i s to determine the response of a sampled-data c o n t a c t o r servomech-
anlsm which I s d i s tu rbed by Gaussian n o i s e . The system considered has no Input o t h e r than 
the Gaussian noise d i s t u r b a n c e . Because of the no i s e , the system output a t a g iven time I s 
desc r ibed by a l i s t of p o s s i b l e system outputs wi th t h e i r a s soc i a t ed r e l a t i v e p r o b a b i l i t i e s . 
Th is l i s t i s ca l l ed an o u t p u t - d i s t r i b u t i o n . I n t e r e s t I s centered on de te rmining a t sampling 
p o i n t s the o u t p u t - d i s t r i b u t i o n and/or i t s v a r i a n c e . 

The o u t p u t - d i s t r i b u t i o n a t sampling p o i n t s Is c a l c u l a t e d by the fo l lowing t h r e e 
genera l s t e p s : 
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1) approximat ions a r e made t o reduce the number of p o s s i b l e s y s t e m - o u t p u t s ; 

Z) the problem of c a l c u l a t i n g the o u t p u t - d i s t r i b u t i o n I s s t a t e d In m a t r i x form; 

3) the mat r ix proolem I s solved on WWI. 

The t h r e e s t e p s w i l l be d i s c u s s e d In o r d e r . 

The number of p o s s i b l e sys tem-outputs Is reduced by the fo l lowing two methods : 
1) n e g l e c t i n g Improbable s y s t e m - o u t p u t s ; 2) approximat ing the a c t u a l s t e p r e sponse of t h e 
l i n e a r p a r t of the system by a s t e p response whlcn r e a c h e s s t e a d y - s t a t e a f t e r a few 
sampling p e r i o d s . 

The output d i s t r i b u t i o n computation can be s t a t e d In ma t r ix form In t h e f o l l o w i n g 
manner. Consider a sys tem-outpu t v e c t o r V in a space whose c o o r d i n a t e s a r e the p o s s i b l e 
s y s t e m - o u t p u t s . The elements of V a re then the p r o b a b i l i t i e s of each of the p o s s i b l e sys tem-
o u t p u t s . The t r ans fo rmat ion of the output vec tor of one sampling p o i n t t o the o u t p u t v e c t o r 
of the next sampling po in t can be viewed as a process of m u l t i p l y i n g the ou tpu t v e c t o r by 
a matr ix of t r a n s i t i o n p r o b a b i l i t i e s . For a system wi th no Input o t h e r than a s t a t i o n a r y 
Gaussian no i se d i s t u r b a n c e , t h e t r a n s i t i o n matr ix Is c o n s t a n t . 

Wwi Is used t o m u l t i p l y the t r a n s i t i o n mat r ix by the s u c c e s s i v e ou tpu t v e c t o r s . 

The responses of two sampled-data c o n t a c t o r servomechanlsms have been o b t a i n e d on 
WWI. The inpu t t o t h e program i s the i n i t i a l output d i s t r i b u t i o n v e c t o r , the t r a n s i t i o n 
m a t r i x , and the sys tem-output cor responding to each v e c t o r . The procedure was coded by 
G. Mahoney of the KIT D i g i t a l Computer Labora to ry . The r e s u l t s of t h i s problem have been 
included in an S.M. t h e s i s submi t ted by D. Ches ler t o t h e MIT E l e c t r i c a l Eng inee r ing D e p a r t 
ment. 

D. Chesler 
Electrical Engineering 

288 H. ATOMIC WAVE FUNCTIONS 

Electronic wave functions for atoms and molecules (for states of arbitrary 
symmetry) can be obtained to arbitrary accuracy by a method which consists of three relat
ively independent stages of calculation. 

Stage A - choice of some finite set of single-electron functions, vj and evaluation 

of all possible one- and two-electron Integrals over this set. The integrals are matrix 
elements of operators occurring In the many-electron Hamlltonlan. 

Stage B - calculation of expansion coefficients of a set of orthonormal single-
electron functions 0W. 

Stage C - calculation of configuration Interaction effects and resolution of 
degeneracies In the variational matrix for the many-electron Hamlltonlan. 

If Stage B is carried out, with certain modifications which are too complicated to 
explain here. Stage C Is greatly simplified. Techniques of group representation theory and 
perturbation methods can be used. The actual amount of calculation required Is verv small 
compared with Stages A and B, 

The essential difference between atomic and molecular calculations Is that in the 
atomic case there exists a Det of basic functions*| , the analytic Slater orbltals, which 
lead to rapid convergence in expansion of the self-consistent J2f orbltals, and for which all 
Integrals can be evaluated In closed form. No class of functions Is known which has both 
these properties In the molecular case. 

PrSfra,,,s a r e a v a l l a D l e a t present which carry out Stages A and B for atomic wave 
functions. These are not yet in their most efficient form and some further programming is 
needed to Join them Into a single unit. Dr. H. K. Nesbet of the Solid State and Molecular 
Theory Group has programmed the calculation of Integrals, Stage A for atoms, and the program 
for transforming Integrals under Stage B. These programs are described in detail In the 
Quarterly Progress Report, Solid State and Molecular Theory Group, MIT, April, 1955. 

In this problem programs developed under Problems 144, 218 and 234 are being used 
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H.K. tesbet 
Solid S t a t e and 
Molecular Theory 
Group 

289 C. HEAT TRANSFER THROUGH HIGH-SPEED LAMINAR BOUNDARY LAYERS 

In a e r o n a u t i c s , the e f f e c t s of the v l s coBi ty and heat c o n d u c t i v i t y of a i r a re 
g e n e r a l l y cons idered t o be confined t o a t h i n l a y e r of f l u i d , c a l l e d the boundary l aye r 
ad jacen t t o the a i r c r a f t s u r f a c e . In t h i s r e g i o n , c e r t a i n terms in the Navler -Stokes 
equa t ions and In the energy equa t ion for a v i s cous , hea t - conduc t ing f lu id may b - neglected 
and the flow Is governed oy t h e boundary l a y e r e q u a t i o n s : 

' D ^ r ( P " ) + ^ r ( f ( c o n t i n u i t y ) 

(2) PU H + Pv 0 - - 2 f + £ {£$ (x-momentum) 

J y (y-momentum; 

(«) p u y ^ + pv 221 . u i E + JL iJL 2Ji) + U(*y.)2 
v Sr. v a y a x 3y vPr a y ; W (energy) 

t o g e t h e r wi th a p p r o p r i a t e boundary cond i t i ons a t the o u t e r edge of t h e l ayer and a t the 
w a l l , an equa t ion of s t a t e and equa t ions for /*• and Pr as funct ions of the s t a t e of the 
a i r . In t h e s e e q u a t i o n s , a p p l i c a b l e t o two-dlment lonal f lows, the symbols a r e def ined a s 
f o l l o w s : 

x c o - o r d i n a t e in the wal l a long the d i r e c t i o n of the f ree s t ream 

y c o - o r d i n a t e normal to the wall 

u v e l o c i t y component a long x 

v v e l o c i t y component a long y 

p d e n s i t y 

p p r e s s u r e 

h en tha lpy 

Pr P rand t l numuer 

/*• v i s c o s i t y 

Exact s o l u t i o n s have been obtained only for s p e c i a l c l a s s e s of e x t e r n a l flows 
and wall boundary c o n d i t i o n s , u s u a l l y with s impl i fy ing assumptions about the v a r i a t i o n of 
a i r p r o p e r t i e s . For p r a c t i c a l problems i n t e g r a l methods a r e often U3ed In which the 
e q u a t i o n s a r e s a t i s f i e d only on the average ac ross the boundary l a y e r . The average 
va lues of mass f l u x , momentum f l u x , energy f l u x , e t c . , a r e represen ted by c e r t a i n bound
a r y l a y e r t h i c k n e s s e s . Each t h i c k n e s s r e p r e s e n t s a term In an equa t ion obtained by an 
I n t e g r a t i o n of e i t h e r equat ion (3) or (4) with r e spec t to y across the layer , followed by 
some man ipu la t ion . 

(1 - » - ) dy 
ve e e 

and a convection thickness 
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f h - h. 
/ . - i p - u ^ ( T T ^ ) <» ^ " Fe e w e o 

where ( ) refers to conditions In the free stream and ( ) w to conditions at the wall. 

These quantities may be evaluated if the velocity and enthalpy profiles In the 
boundary layer and their relative scale, or thickness ratio, are given. It has been found 
that the various profiles occurring in the known exact solutions belong to one-parameter 
families - one for velocity and one for enthalpy - and It is generally assumed that the 
profiles in completely general flows belong to the same families. 

Four equations are needed In general to calculate the growth of a boundary layer 
with heat transfer. Integral equations obtained from (3) and (4) describe the growth of 0 
and / if the velocity and enthalpy profiles are known. To obtain the two parameters 
defining the latter, two additional equations are needed. In some methods they are obtained 
from the original differential equations evaluated at the wall; In others new integral equa
tions are used, obtained by first multiplying the differential equations by u or y and then 
integrating. 

An integral method is being developed at the Naval Supersonic Laboratory which 
involves essentially a new specification of the one-parameter family of enthalpy profiles 
as a fixed profile for all flows with Isothermal walls on which a modifying profile may be 
superposed for flows with non-Isothermal walls. The enthalpy profile parameter is then Just 
the ratio In which these two profiles are combined. A new integral equation had to be devel
oped for calculating the value of this parameter at any station along the surface from the 
given flow conditions. Actually two such equations were obtained, multiplying equation (4) 
first by u and then by y before integrating, since it was not known In advance which would 
prove more suitable. Four new thicknesses analogous to / were introduced: 

G(m,fl) 

F(m,o) 

ir(m,&) 

r (n.A) 

Given either the Isothermal or the modifying enthalpy profile, each of these 
Integrals (as well as J ) is a function of the velocity profile parameter, m, and the thick
ness ratio of the velocity and enthalpy profiles, A. For each of 10 velocity profiles, val
ues were needed for 15 thickness ratios. A total of 1500 numerical integrations were requir
ed. 

These integrations were performed on the Whirlwind computer using the trapezoidal 
rule. The ten velocity profiles and two enthalpy profiles were fed Into the computer in 
tabular form. The tabular Interval of the velocity profiles was used as the Interval for 
integration. Since the thicknes3 ratio varied, the value of the enthalpy in general had to 
be interpolated in the stored table. 

The Integrations have been completed and work on the Integral method is proceeding. 
The enthalpy profile modifying function was originally derived from the exact solution where 
the temperature potential across the boundary layer Is decreasing in the streamwise direct
ion. This function may or may not be satisfactory for flows with Increasing temperature 
potential. If it Is not, a new function will be derived, requiring a further 750 integra
tions. 

J.A.F.Hill 
Naval Supersonic 
Laboratory 

s v 
0 

to 

J i 
0 

r 9/ 

0 u * 

e r e 

s-

au_)2 

i V 

_pu_ 

Peue 

a2u 

a~7 

J 

h - 11. 

h - h 
(Vhf> <» 
w e 

h - h 

w e 
h - h. 

: ( h - ^ h - 1 ) ^ 
•>e w e 

H,: 

WHIRLWIND CODING AND APPLICATIONS 

290 N. POLARIZABILITY EFFECTS IN ATOMS AND MOLECULES 

The general problem is the calculation of the distortion produced on electronic 
wave functions for atoms under the Influence of a variety of applied electrostatic fields 
and the subsequent use of this information to construct accurate electronic wave functions 
for molecules. There have been a number of programs written for Whirlwind which bear 
closely on this problem and the general aim is to utilize various comolnatlons of these 
programs for production runs to obtain the large amount of numerical data required. 

The work to date and that contemplated In the near future has been solely con
cerned with the atomic part of the problem. For this problem the most easily manageable 
set of basis functions in which to expand the one-electron wave functions Is 

A+£ -ar vm ,Q « r e Y^ (0,<p) 

where A, a, m, I are arbitrarily chosen parameters. Various combinations of these para
meters have been chosen and sets of basis functions have been built up to describe the 
polarization of the following atoms and ions in a uniform field: 

H", He, Lf, B e
+ 2, B + 5 , C + \ F-, Ne, N/-, Mg

+Z, A.*', 

Ct~, A, K+, and Ca
+2. 

Similar sets of basis functions have been set up to describe the distortion of the electro
nic wave function under the action of a point charge field for H", L" , and F". 

There are two stages in the calculation of these atomic wave functions and ener
gies which require extensive numerical work. There are first, the computation of atomic 
one- and two-electron Integrals between the various basis functions and secondly, the 
algebraic transformation of these integrals. The majority of the Integrals (those for the 
free atom) are being obtained from Dr. R. K. Nesbet's atomic integral program which has 
been described In these Progress Reports and in those of the Solid State and Molecular 
Theory Group. There are sufficiently few Integrals Involving the perturbing field so that 
these have been done by hand computation and much of this work has been carried out by the 
R.L.E. Joint Computing Group. The second part involves a transformation program written 
by R.K.Nesbet (see Summary Report No. 41, p. 08, Problem 234) and the mechanization of the 
Roothaan scheme programmed by Dr. A. Meckler and R.K.Nesbet (see description In previous 
reports) . It Is expected that runs using a combination of all these programs simultan
eously will soon be made. 

L.C.Allen 
Solid State and 
Molecular Theory 
Group 

291 B. DYNAMIC BUCKLING 

This problem Is concerned with the response of structural columns to compressive 
end loadings which are applied very rapidly and which vary In time. The response may be 
elastic or plastic, the latter case being studied with the aid of WWI. The equations to 
be solved are a set of couplec ordinary differential equations of second order. The depend
ent variables are the coefficients of the normal modes of vibration of the structure, which 
are coupled in the plastic case but not in the elastic case. The Kutta-Gill method Is being 
used to solve theBe equations. 

Two programs have been used so far, both being of a preliminary nature. They have 
served to acquaint the programmer with the machine and to define the spacing of the Inde
pendent variable which will give sufficiently accurate results. The second solution obtain
ed pointed out a problem of slow convergence which is Inherent In the mathematical work. 
The mathematics is presently being revised to correct this trouble. 

R.E.Jones 
Civil Engineering 

292 A. COURSE 6.535, SPRING 1955 PRACTICE 

Course 6 535 "Introduction to Digital Computer Coding and Logic" was given in the 
Spring term of 1955 by*Mr. Dean N. Arden. Each student was required to solve one of the 
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WHIRLWIND CODINO AND APPLICATIONS 

following problems: 

1. program and code a routine for the solution of a system of simultaneous 
linear equations by the Crout technique; 

2. code two routines for the solution of a differential equation by different 
numerical methods and compare the results; 

3. code a routine for the economlzatlon of a power series and compare the 
accuracy of the result with that of the power series truncated to the Bame 
order. 

About 95 per cent of the students successfully completed the assignment. 

293 C. ROLLING BEARINGS 

The computer is to be used to solve the equations of motion of the rolling ele
ments. Eight transcendental equations Involving eight unknowns have been derived consid
ering applied thrust load. Inner ring speed, centrifugal force of rolling elements and 
normal and fractional forces In the contact zone. The direction and magnitude of the 
friction force In the contact zones are established by the relative slip, coefficient of 
friction and the local contact pressure. 

The program has been written and Is In the testing stage. Extensive use Is made 
of library subroutines Including those for minimizing sum of squares by the gradient 
method, the Gauss quadrature method, and a new cube root routine. 

B. Rlskln 
Digital Computer 
Laboratory 

29lt C. WIND TUNNEL DATA REDUCTION 

The objective of the program was to see how the Whirlwind computer could be used 
to reduce data taken in the Naval Supersonic Wind Tunnel. In this particular example, 
forces and moments (3 components) were measured oy strain gages mounted Inside the model. 
The strain gage output at present is measured, in millivolts, by self balancing potentio
meters whose output in digital form is automatically recorded on IBM punched cards. The 
data reduction process involves converting the potentiometer readings to force and moment 
coefficients by multiplying by calibration constants and referring these coefficients to 
axes which are fixed In space and do not move with the model. 

The program was coded for the CS II computer with the output (run number, 
corrected angle of attack, dynamic pressure, base pressure coefficient, balance chamber 
pressure coefficient, drag coefficient, lift coefficient and pitching moment coefficient) 
recorded on magnetic tape. In addition, the machine was programmed to plot angle of attack, 
drag coefficient and pitching moment coefficient all as functions of lift coefficient. The 
desired results were obtained for three runs. During each run, the angle of attack varied 
through about 10 values. 

Due to the method used In feeding data to the computer, unwanted tape numbers 
appeared between each row of tabulated data and on the plots so that a different method of 
storing the data would be used in future computations. Otherwise the program was success
fully completed and Indicated that the machine required about eight seconds per data point 
(a "data point" being all of the data at one angle of attack). Although more efficient 
programming could reduce this time slightly. It should still be a representative figure for 
more complicated programs (more components). All of the data from a good eight-hour shift 
of wind-tunnel time (about 20 runs, or 200 data points) could thus be reduced in about 
twenty-five minutes. 

L. Schlndel 
Naval Supersonic 
Laboratory 

APPENDIX 

1. SYSTEMS ENGINEERING 

Revisions in the Marginal Checking Procedures for the Drum System 

The programmed-marglnal-checklng facilities have been expanded to include addi
tional terminal equipment. Previously, this equipment was checked by taking manual mar
gins during specially assigned maintenance periods. In order to Include the drum equip
ment In the dally programmed-marglnal-checklng routines, It was necessary to modify the 
marginal-checking equipment. A check program cycle for this type of terminal equipment 
was necessarily long compared to the existing voltage variation cycle. It is now 
possible to select the marginal-checking equipment In a special mode which will hold a 
preset excursion for an amount of time determined by the program. 

A consolidated test program containing nine routines has been written for the 
drum system. This program completely checks the equipment with a minimum amount of redun
dance. Special care was taken In choosing program techniques and in assigning variation 
lines in an effort to reduce the amount of time necessary to perform the checks. The 
considerable reduction In time gained by this programming effort made it practical to 
Include the program as part of the daily marginal-checking routine. The drum system, 
containing approximately 5500 cathodes, is now checked in one half of the hour scheduled 
dally for system maintenance. 

Analysis of Performance Records for the Whirlwind Computer System 

In September 195^ the procedures for gathering and evaluating performance data 
on the computer system were somewhat revised. This was done to permit more comprehen
sive analyses of system reliability with particular emphasis on Interrupting failures. 
A description of these procedures as well as an analysis of the data gathered over a 20-
week period ending 10 February 1955 was published in Memorandum 6M-3410. 

Several figures are required to adequately describe the reliability of an elec
tronic system. In general, system reliability Is reflected in the amount of scheduled 
down time required for preventive maintenance. Since the amount of down time for differ
ent types of failures varies widely, the frequency of such failures is also an important 
factor In describing system reliability. In the following table such reliability figures 
are given. Results for the first 20-week period as reported In Memorandum 6M-3410 are 
listed along with similar data for the succeeding 3 months. 

Total computer operating time. 

Total lost time 

Percentage operating time usable 

Average uninterrupted operating time 
between failure Incidents 

Failure incidents per ZU-hour day 

Average lost time per incident 

Average preventive maintenance time per day 

28 Sept. 1954 
to 10 Feb. 1955 

2675 hours 

92.7 hours 

96.5 percent 

10.6 hours 

2.13 

22.8 minutes 

1.25 hours 

11 Feb. 1955 
to 19 May 1955 

1923 hours 

65.2 hours 

96.6 percent 

10.9 hours 

2.12 

23. minutes 

1.5 hours 
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APPENDIX 

2. PUBLICATIONS 

Project Whirlwind technical reports and memoranda are routinely distributed 
to only a restricted group known to have a particular Interest in the Project, and to 
ASTIA (Armed Services Technical Information Agency) Document Service Center, Knott Build
ing, Dayton, Ohio. Requests for copies of Individual reports should be made to ASTIA, 

The following Is a list of memoranda published by the Scientific and Engineer
ing Computations Group during the past quarter. 

No. 

DCL-66 

DCL-69 

DCL-71 

DCL-73 

DCL-76 

DCL-77 

List of Memos on Programming and Coding 
for WWI 

S and EC Operator's Check List 

Notes on Tape Room Operating Procedure 

Treatment of Flexo Coded Characters by The 
Comprehensive System (Revision of Table) 

The Availability of Floating Address Values 
Following CS Conversions 

Index of Subroutines Available for the 
WWI Computer 

4-4-55 S and EC Group 

4-4-55 J. Thompson 

4.29-55 M. Solomita, 
H. Bello, and 
F. Shaw 

5-5-55 J. M. Frankovlch 

5-20-55 J. M. Frankovlch 

6-1-55 S and EC Group 

3. VISITORS 

Tours of the WWI Installation include a showing of the film "Making Electrons 
Count", a computer demonstration, and an informal discussion of the major computer com
ponents. During the past quarter, 9 groups totalling 188 people visited the computer 
installation. Included in these groups were: 

Newton High School 

M.I.T. Biology Department 

Northeastern University 

Operations Research Seminar 

Class in "Introduction to Digital Computers -
Coding and Logic", M.I.T. 

Professor Qf+gory'i Summer Session class, M.I.T. 

Professor Hlldebrand's Summer Session class, M.I.T. 

April 28 

May 4 

May 10 

May 11 

May 26 

June 16 

June 24 

The procedure of holding Open House at the Digital Computer Laboratory on' the 
first Tuesday of each month has continued during this period. Three groups totalling 
58 persons visited the Laboratory at the Open House demonstrations. These persons re
presented members and friends of the M.I.T. community, Boston Safe Deposit and Trust Co., 
Raytheon, Oarland Jr. College, Natlck High School, Laboratory for Insulation Research, 
John Hancock Life Insurance Co., Signal Manufacturing Co., and the Massachusetts Memorial 
Hospitals. 

During the past quarter there were also 78 Individuals who made brief tours of 
the computer installation at different times. Some of the companies represented by 
these Individuals are Chance-Vought Aircraft; Brldgestone Tire Co. and Oktsu Tire Co. of 
Japan; Godfrey L. Cabot Co.; Institute de Statlstlque, Paris; British Grain and Seed Co.; 
U. S. Army Signal Corps; Whirlpool Co., Link Aviation Co.; Monsanto Chemical Co.; 

(if. 
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I . C . I . , L t d . , England; Gulf Research and Development Co. , Allegheny Refining Co.; 
Remington Rand Corp.; Westlnghouse E l e c t r i c ; B e l l Telephone Laboratories; The B r i t i s h 
Milk Marketing Board; The B r i t i s h Tabulating Co.; and P h i l i p s , N.V., Holland. 
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PERSONNEL OF THE PROJECTS 

MACHINE METHODS OP COMPUTATION AND NUMERICAL ANALYSIS 

Facu l ty Supe rv lgpm; 

P h i l i p M. Morse, Chairman 
Samuel H. Caldwell 
Sidney D. Dre l l 
Jay W, F o r r e s t e r 
Franc i s B. Hlldebrand 
John A. Hrones 
Oeorge B. Thomas, J r . 

Research A s s o c i a t e ; 

Bayard Rankin 

Research A s s i s t a n t s ; 

Fernando J . Corbato 
Charles W. Johnson 
Andrew T. Ling 
M. Douglas Mcllroy 
John F. 0'Donne 11 
P h i l i p M. Phlpps 
Anthony Rals ton 
Manuel Rotenberg 
Leo S a r t o r l 
Aaron Temkln 
Marlus Troos t 
Arnold Tubls 
Jack L. Uretsky 
Keeva Vozoff 

PROJECT WHIRLWIND 

PhyBlcs 
Electrical Engineering 
Physics 
E l e c t r i c a l Eng ineer ing 
Mathematics 
Mechanical Eng ineer ing 
Mathematics 

Mathematics 

Physics 
C i v i l Engineer ing 
Mechanical Eng ineer ing 
Mathematics 
Chemical Engineer ing 
Mathematics 
Mathematics 
Physics 
Physics 
Physics 
Chemical Engineer ing 
Physics 
Physics 
Geology and Geophysics 

C o m p u t e / L a b o r a t o r y . ° f " " S c i e n t l f l c *"* Engineering Computations Group a t t h e D i g l t a 

Jack D. P o r t e r , Head 
Dean N. Arden 
Sheldon F . Best (Abs) 
John M. Frankovlch 
Frank C, Helwlg 
Gerald E. Manoney 
E l l i o t Ralffa 
Bernard Rlsk ln 
Arnold S l e g e l 
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