PROGRESS IN SOFTWARE ENGINEERING: PART 2

This is the second of two reports that survey what is happening in the area of "software engineering"—the design, construction, and maintenance of software systems under an engineering discipline. Last month we discussed some of the tools and techniques that have been developed for problem definition, design, construction, modification, and quality assurance when software systems are created—both system software and application software. In this report, we discuss some tools and techniques for managing the creation and maintenance of software. We think you will be hearing a lot more about software engineering from now on.

Engineering is concerned with how to design, construct, and operate human artifacts such as machines, bridges, buildings, and so on. The engineering disciplines that are the strongest are those that have mathematically based theoretical foundations. Examples include aeronautical engineering, electrical engineering, and chemical engineering. Some other disciplines that use the term "engineering" (and often deal mainly with human activities) are based not on mathematical foundations but rather on field experiences. Quality of results seems to be much more variable in these latter disciplines, we gather.

What about the engineering of software? Does it have a theoretical foundation upon which to base the engineering practices?

One of the people who gives a "yes" answer to this question is Kenneth Kolence, who has developed what he calls "software physics" as a foundation for software engineering. In our August 1975 report, we discussed some of Kolence's ideas and how they were being applied in a rational method for computer job costing and charging. We still feel it to be one of the most interesting methods of job costing and charging that we have come across.

In 1975, Kolence organized the Institute for Software Engineering, which has members and which acts as a technical trade association. The purpose of the Institute is to assist its members to put into practice quantitative software engineering techniques. The main focus of Institute activities to date has been on the applications of software physics to capacity management, including job costing and charging. As of this writing, the Institute has 120 member organizations, of whom about 10 have fully implemented the costing aspect of capacity management.

Kolence's concepts of software physics include software power, software work, and storage capacity usage. An approximate definition of software work is: a processor does one unit of software work on a storage device when it transfers one byte to that storage device. Software work thus is always associated with changing storage. For example, a tape drive does 1000 units of work on main storage when it reads a 1000 byte block. It also does 1000 units of work on the tape...
when it writes the same block. It is immaterial how many bits within the byte are changed, as long as the symbol state is changed.

The concept of software power is used in two ways, says Kolence. One is for capacity measurement—determining the capacity available to do work per unit of time. The other is for performance measurement—the actual rate at which work is performed. Further, work is invariant but power is not; the work associated with a given workload is essentially fixed but the power to perform the workload will vary with machine configuration.

Let us consider briefly an application of these concepts to capacity management. A frequently asked question in computer centers is: “How much capacity is still available with our present hardware configuration?” And a related question is: “How much capacity will we have left after we add that specified new application?” Kolence seeks to give objective, quantitative answers to such questions.

**CPU power.** The CPU power means the number of units of software work that the CPU can perform per second of execution time. It is determined by measuring all of the bytes transferred to or from main storage and the CPU in a second. Average power is the number of units of software work that can be performed over an extended period of time; peak power is a rate that can be sustained only for a second or less.

It should come as no surprise that the power of a specific model of CPU can be determined only by extensive measurements, using (primarily) hardware monitors. But even with monitors, there may be problems. The needed probe points are not always known—or even available. However, as more people attack these problems, answers seem to be found. At a seminar we attended, Kolence gave the following general, average power figures as illustrative of what is being found. An IBM 370/158 has the power to perform about 7 million units of software work per second. The power figure for the IBM 370/165 was about 12 mw/s and for the Model 168, 20 mw/s. Kolence cautioned against taking these figures too literally, for reasons we will mention shortly.

**Tape drive power.** The power of a tape drive to perform work should be a function of the block size and the number of blocks written per second. Power increases as the block size increases and approaches the maximum transfer rate. But power is constrained by contention for the tape control unit. Software work calculations point out how little the power of a configuration is increased when a tape drive is added but the control unit bottleneck continues.

**Disk drive power.** Disk drive power is calculated much the same as tape drive power—but the results can be even more dramatic. In one study that was presented at the seminar mentioned above, after the system had six 3330-type spindles, there was a trivial increase in available power with each spindle added. The constraints occurred in the control units and channels.

What we are saying is that Kolence has developed a theoretical approach that makes use of software work and software power concepts. His goal is to use these (and other related) concepts to provide quantitative, objective answers to questions about the ability of configurations to perform work.

The concepts are still evolving. For instance, for the smaller IBM 370 models, 135 and below, each instruction fetches one byte—and in the process of transferring that byte, does one unit of software work. But in the larger CPUs, an instruction might cause 100 or more bytes to be fetched when actually only one byte has been requested. This design has been used to increase machine efficiency. The machine is so fast that not much time is wasted in fetching the additional bytes—and further, the next instructions needed may well be in those bytes. But when the extra bytes are not used, “waste work” has been done. The CPU has not done 100 units of software work, say, but perhaps only 1 or 2, and the other 98 or 99 bytes that were transferred represented waste. In other instances, a large number of the bytes transferred might actually be used, so that the waste would be less. The amount of waste here can be appreciable, so efforts are continuing to find ways to measure it. In so doing, the ways of increasing the effective capacity of a CPU are being identified.

We find Kolence’s ideas stimulating. And we think they represent one approach to how theoretical concepts can be used to form the foundations for software engineering. For more
information, see Reference 1.

In these two reports, last month and this month, we are reviewing the status of software engineering as we see it, based on conferences and workshops that we have attended, plus a review of a good amount of literature. Last month, we discussed some important progress in the subject areas of (1) problem definition and requirements analysis, (2) architecture, engineering, and design of software systems, (3) construction and modification of these systems, and (4) quality assurance.

In this report, we will conclude our discussion of software engineering methodology per se with an overview of what is happening in methods for evaluating quality and performance of software. Then we will discuss some improved techniques for managing software engineering projects. As we mentioned last month, there are people in the field who believe that the management techniques are every bit as important for ultimate success as are the software engineering techniques themselves.

**Evaluation of software**

The methods to be discussed here are those used for evaluating the quality and performance of software systems. Since the context here is an engineering one, the methods should be quantitative in nature. Ideally, they should also have good theoretical foundations and not be based solely on experience. However, this ideal is as yet seldom realized.

**Evaluation for design purposes**

Gilb (Reference 2) has collected a substantial amount of empirical data for defining “good” performance of software. In the absence of theory for defining good performance, the field must rely on empirical data. In addition, empirical data can be useful for checking the validity of a new theory.

The contents of some of the chapters covered in Reference 2 will give an idea of how Gilb approaches this subject. In his first two chapters, he discusses methods of testing and of predicting the reliability of programs. One method described is what he calls the “bebugging” technique. In this technique, a number of known bugs are inserted into a program that is to be tested. The ratio of how many of these are found by testing, as compared with the number inserted, is then used to estimate how many bugs in total are in the program. That is, if testing found three-quarters of the planted bugs, and if, say, fifteen non-planted bugs were also found, this is a rough indication that there might be about five more non-planted bugs in the program. There is obviously no assurance that the ability to find planted bugs is the same as the ability to find non-planted bugs. But the technique does give the programmer (and management) some feeling about the number of bugs that may be remaining in the program.

For his discussion of inspection of software, Gilb draws heavily on the work of Michael Fagan of IBM, which we discussed last month.

Gilb then gets into several chapters dealing with human behavior aspects of producing software. He describes “motivational metrics” which include financial penalties for not meeting contract performance measures. Another technique uses weights and points for making multi-element component comparisons and analyses. And he suggests the use of “dual code”—having the same program coded twice as an indirect measure of the quality. This dual coding adds only about 5% to 10% to the total cost of the project, he says, and conceivably could actually save money.

We have touched on only a few of Gilb’s chapters, but this discussion should give an idea of how he approaches the subject of software metrics. We have classified this material as applying to the design of software; it could equally well be classified as applying to the construction of software.

**Evaluation to improve performance**

This use of evaluation methods is somewhat like the subject of industrial engineering. Techniques are developed and applied for detecting wasteful activities and operations, so that they can be redesigned in order to reduce the amount of waste. And, in fact, much of the application of Kolence’s concepts of software physics has been directed to this area.

Evaluation techniques for improving performance can be used for “tuning” the operation of existing systems. In addition, they can contribute to the “good practice” type of design principles, for improving the design of new software systems.

There is a wealth of material being published on computer performance evaluation methods. We would single out for mention two periodicals: (a) *Performance Evaluation Review*, Reference 3, published by the ACM Special Interest Group on

As an illustration of the type of material being published within this subject area, we will cite two references.

K. Sreenivasan (Reference 5) discusses how accounting data collected by an operating system (in this case, IBM's SMF facility) can be used for evaluating computer system performance. This is a theme that appears frequently in the literature. The technique should not be overlooked by people interested in evaluation methods.

J. L. Elshoff (Reference 6a) describes an analysis of 120 commercial PL/1 programs obtained from several data processing installations at General Motors Corporation. The programs were scanned both manually and automatically, to identify areas in which a better programming job could be done. Here are some of the findings. In the area of *program size*, some programs exceeded 3700 source statements in length, with an average of 853 statements. The programs were, in general, monolithic in structure and were not modularized. As far as *program readability* is concerned, specific attributes that aid readability include readable identifiers, indentation, pagination, and descriptive comments. The analysis showed that these were inconsistently used or not used at all, Elshoff reported. *Program complexity* is indicated by the number of data items used by a program and the flow of control through the program. The analysis found an average of 384 data items identified in a program; of these, 277 were used one or more times, requiring the programmer to know the names and definitions, while the other 107 items were defined but not used by the program. For flow of control, the average program had 152 IF statements, 100 GO TO statements, and 162 "spans" (number of statements between two references to the same identifier), with 13% of these spans exceeding 100 statements. For these and other reasons, discussed in the paper, Elshoff argues for a structured discipline for program development.

In a follow-on paper (Reference 6e), Elshoff compares these 120 non-structured programming (NSP) programs with 34 structured programming (SP) programs developed later by the same groups. The average SP program was about 30% smaller than the average NSP program, in number of source statements. Most programmers were able to get rid of most GO TO statements but this was offset by an increase in such other types as CALL and PROCEDURE statements. The SP programs had much cleaner structures, they read from top to bottom and from left to right (not true of NSP programs), had deeper nesting levels but more constrained flow of control, and were more readable and understandable. Structured programming certainly improved the end product of the programmers, said Elshoff.

So a wide variety of quantitative methods are being used to evaluate the quality and performance of the software development staff, the products that they develop, and the ability of users to effectively use that software. We feel that such methods are properly part of the emerging discipline of software engineering.

Let us now turn our attention to some aspects of managing the software development process, where methods are needed to support software engineering.

**SOFTWARE ENGINEERING MANAGEMENT**

As we reported last month, we participated in a planning meeting for a software engineering handbook some time back. The meeting was sponsored by the U.S. National Bureau of Standards, the National Science Foundation, and the Association for Computing Machinery, and is reported in Reference 7. Some of the participants in this meeting felt that the management techniques used in the software development process are every bit as important as the engineering techniques that are used. Since that meeting, we have heard this same theme repeated on numerous occasions. (In fact, Kolence contends that no technical methods are acceptable as software engineering techniques unless they provide effective management techniques based on them.)

The main argument used in support of this position is that if poor management techniques are used, the development staff can become frustrated by the seemingly arbitrary edicts and changes to plans that management imposes. This frustration, in turn, detracts from the effectiveness of the engineering techniques used.

The subject being discussed here, then, is the methodology that managers (at several levels) can use for the better management of software devel-
A better management methodology comes from a better understanding of the software development process. True, some of the characteristics of this process seem to be reasonably well understood. Certain problems have arisen again and again, and in some cases, fairly effective solutions have been developed. But, as we will point out, some important behavior patterns are just now coming into focus.

There are some characteristics of the software development and modification process that are not too evident nor well understood, we believe. And even though they are not well recognized, they still can be very significant. Software engineering management seeks to determine such characteristics and to determine the management problems they can cause. The next step, of course, is to develop practical solutions for alleviating such problems.

For our discussion here, we will single out the following three characteristics of the software development and modification process, expressed in terms of behavior patterns:

- Staff behavior patterns
- Project behavior patterns
- System behavior patterns

We will begin with the staff behavior patterns.

**Staff behavior patterns**

Many of the behavior patterns of the system development and maintenance staff are well known to data processing management, of course. One of the most common behavior patterns is the resistance of this staff to the acceptance of new methods, particularly by the older staff members. Software engineering seeks to introduce a large number of new, disciplined methodologies. The discipline aspect of these methodologies will often be the most difficult for a development staff to accept. Let us see what software engineering management has to offer for this problem area.

**Introducing change**

Edward Yourdon (Reference 8a), in discussing the choice of new methodologies for software development, points out that production type projects have different tradeoffs from research and development projects. The latter can experiment more with new methods. But production projects have hard deadlines to meet and must thus be more careful in choosing what is to be tried out.

(It was pointed out to us that the use of the terms “production type projects” and “research and development projects” can lead to misunderstandings. Perhaps a better way to differentiate projects is on the extent to which their problems and solutions are defined at the outset. A true R & D project should experiment with methods only if that experimentation was planned in advance.)

Yourdon presents an overview of the main methodologies currently being introduced into software development. These include structured programming (perhaps more accurately called structured coding, involving the control constructs of sequence, selection, and iteration), structured design, structured analysis, HIPO and other documentation techniques, top down development, structured walk-throughs, and chief programmer teams. (We discussed user experiences with all of these in our November 1977 issue.)

The point to be made here is that this set of methodologies represents a substantial change in the way software is developed at most organizations. What are the main points about which data processing management should be concerned, for introducing these new methods?

From his experiences with introducing such new methods, Yourdon has developed a number of suggestions. First and foremost, he says, trying to introduce all of these new methods all at one time will generally lead to disaster. The methods should be installed gradually. Next, he points out, techniques that involve organizational change—such as chief programmer teams—are often the most difficult to install. Further, it can be a waste of time to try to install structured coding without also installing structured design. These seem to be the main “do not do” suggestions made by Yourdon.

On the positive side, the most successful approach to installing the new methods has often been to start with walk-throughs, he says. These walk-throughs are informal meetings for reviewing the correctness and quality of the analysis, design, code, test data, and documentation work products. Project management might start with walk-through meetings for reviewing code, and create the environment where everyone’s code is exposed to public discussion. These meetings will
allow each person on the development staff to see how he is doing relative to a “standard practice.” Further, the problems that arise from not following the standard practice will become apparent. So the walk-throughs will often set the stage for the gradual introduction of other methods.

The second positive suggestion made by Yourdon is that top-down design and programming might be the next methods to install. These methods are often a good way to introduce the new structured development methods to the staff, he says.

In brief, software engineering involves the introduction of many new disciplined methods into the software development and maintenance process. It is up to data processing management to determine how best to introduce these changes, in order to minimize “upheaval” and to promote the efficient use of the new methods. For a further discussion, see our November 1977 report.

Matching skills to job needs

This subject might be termed “human engineering” in which it is attempted to effectively interface the new methodologies with the humans that will be using them.

Freedman, Gause, and Weinberg (Reference 8h) recommend using an environment which encourages continual on-the-job education through formal and informal review, as opposed to formal training. What they advocate is the use of self-organizing teams, as opposed to the idea of chief programmer teams.

They report that a common cause of failure in trying to use some new organizational structure for a software development staff is mis-estimating both the staff talents and the task to be done. When the chief programmer team approach is tried, an inadequate person may be selected for the chief programmer, or the person selected to back up the chief programmer may be more qualified than the chief. Both of these mistakes can lead to failures of the approach. The chief programmer must be the best person on the team and in addition must be adequate for the job, including the ability to lead the team. The existing staff talents just may not support the idea of chief programmers.

It is very important, say the authors, to let the technical leaders do the technical leading of the project. For one thing, teams should be small, with no more than 5 to 6 members, so that supervision activities are minimized. Perhaps more important, recognize that the different team members have varying strengths and weaknesses; the “chief” role can thus float among the team members, as the project progresses through its several phases. For instance, whoever on the team is strongest in analysis and problem definition probably would be the “chief” during that phase of the project.

Instead of first organizing the project itself, say the authors, select the people who will be on the project, and then let them organize the project. Further, make sure that each team uses a continual review process, where all work products are reviewed by the several team members. Never let a problem become undefined, as new or changed user requirements come to light; make sure that all such changes are carefully reviewed and understood by the team.

The self-organizing team concept may be a more flexible approach to team programming than the chief programmer team idea. It is an approach that data processing management might well want to consider.

Limiting the objectives

Mills (Reference 6b) points out that human fallibility tends to lead from grand to grandiose systems which soon outstrip human intellectual capability for management and control. Further, such systems are often developed in an “open loop” manner, with neither periodic reviews nor any go/no-go checks by users. Here, then, is an all-too-frequent staff behavior pattern that causes serious problems in software development.

What Mills proposes is the “divide and conquer” approach. Divide large projects into small sub-projects that can be conducted by teams of from 3 to 6 members. Further, since for all practical purposes it is impossible to get both complete and accurate user requirements at the outset of a project, provide means for modifying the system easily when new or changed requirements come to light. Provide user reviews and approvals at the appropriate intermediate points during a project, he says.

As we see it, there are several implicit assumptions in Mills’ approach that need to be considered. One assumption is that a large system can be effectively partitioned into sub-systems before
the user requirements for the whole system have been analyzed in detail. As we discussed in our July 1977 issue, some people in the field feel that this study of the complete requirements may be necessary before partitioning can be done for very large, complex systems.

Another implicit assumption is that a complete sub-system be implemented and modified to meet user requirements by means of iterative refinement. For instance, if an interactive order-shipping-billing system is being considered, the Mills' approach might be to divide the project into three (or more) sub-projects, such as order processing, shipping processing, and billing processing. The order processing might be chosen for the first sub-project. It would be developed so as to meet the full range of user needs for handling orders, by being able to modify the system as new or changed needs come to light.

As we discussed last month, Basili and Turner (Reference 6d) propose another approach to the question of sub-system development that we feel has merit. They call their approach "iterative enhancement." Some useful sub-set of the project is chosen and is implemented first. After it is working, it is gradually enhanced by adding further functions until finally the whole project is completed. In our example of the order processing sub-project, perhaps the handling of regular, routine orders would be selected for the first implementation. Once it was working, then the other types of orders would be gradually added—rush orders, order cancellations, order adjustments, and so on.

These are just some of the more important staff behavior patterns that software engineering management is attempting to identify and to develop disciplines for. They include means for introducing the new methodologies as standard practices in an effective manner, and for controlling the all-too-frequent tendency to let system plans get grandiose.

Let us now consider some interesting "behavior" patterns of software development projects, and see what software engineering management has to offer.

**Project behavior patterns**

In a sense, this topic is misnamed. It is the people on a software project that exhibit behavior; "project behavior" is then a consequence of the people behavior. Still, there are characteristic patterns of behavior that occur from project to project and from organization to organization. It is these characteristic patterns that we are discussing.

R. Caudill (Reference 8c) points out two main problems with software development projects. For one thing, there is generally a lack of management visibility and control. It is not possible for management to "see" all of the parts, as would be possible, say, in a building construction project. So management cannot visually tell how a software project is progressing. Secondly, software projects are often subjected to pressures from higher authority. These pressures are generally in the form of demands to complete the projects sooner, or to do more within the original schedule. Project management is then faced with the question of what can in fact be cut out of the projects in order to meet these demands.

Caudill argues that the concepts and principles of "configuration management" be used for controlling software development projects, as a solution to these problems. The discipline of configuration management has been used successfully in other high technology fields and can be used with software development, he feels.

Caudill describes the five major principles of configuration management. One, a phased approach is taken for each project. That is, a standard set of phases is defined, through which each project must progress. Second, the work products ("deliverables") of each phase are carefully defined. Third, both technical and management reviews are used throughout the development cycle. These reviews might occur at the end of requirements determination, system design, detailed design, and system test design phases, for instance. Fourth, "baselines" are set after the work products of each phase have been completed and reviewed. These baselines represent a freezing of design; after a freeze has been instituted, all subsequent changes must go through a change control procedure. Finally, project scaling is used, for adjusting to the size of each project. For instance, the number of reviews used for a small project would be less than the number required for a large project.

We discussed progress in the use of project management systems in our December 1977 issue. Modern project management systems follow
the principles of configuration management outlined by Caudill. The point to be made is that these principles have been used successfully for managing other types of high technology projects that have many points of similarity with software development projects. So data processing management should not feel that software development projects are “unique,” from a management control standpoint.

In the planning meeting for a software engineering handbook (reported in Reference 7), a number of the participants felt that this whole concept of project management, as just described, was at least as important as any other aspect of software engineering.

The man/month trade-off

It is widely believed that the completion of a complex software project can be speeded up by adding more people to the project. In fact, this can be an erroneous assumption, as pointed out by Frederick Brooks, Jr.

Brooks, in his collection of essays on software engineering (The Mythical Man-month, Reference 9), states what he calls “Brooks’ Law”: “Adding manpower to a late software project makes it later.” His essay on this subject challenges the assumed interchangeability of people and months on a large software project. Some tasks are essentially sequential in nature, he says, so that they are conducted at the speed at which one person can accomplish them. No matter how many people might be assigned to the project, it still takes nine months to create a baby, he points out. The other characteristic of large software projects is that they involve complex relationships and inter-communication. The more people on a project, the greater the complexity of relationships and the more inter-communication that is needed. Both of these factors consume time and tend to delay the projects.

Gordon and Lamb (Reference 10) feel that while Brooks’ Law is for the most part accurate, it is still an over-simplification. To analyze where the law might and might not apply, they constructed a simple model of software worker productivity.

The model has three main elements. The first element is the learning curve, the well-known exponential rate at which a person learning a new job “comes up to speed.” Based on learning curve experience (and many studies of this have been made by industrial engineers), they say that about one-third of a person’s time is “lost” due to learning, during the learning period.

To illustrate their analysis, they consider a project that requires one productive man-year, or 2000 man-hours. If one person is assigned to do the project and it takes that person six months to learn the project (that is, in six months the person has reached the point where he spends only 5% of his time learning more about the project), then two man-months of time will be lost. It will take 14 months to complete the project, not 12. And if the person were to leave the project at the end of six months and another person were assigned to take over, the process would be repeated and the project would now require 16 months to complete.

The second element in their model is teaching. If one or more additional people are added to a project, the original project member(s) must spend time teaching the new people about the project. Gordon and Lamb assume that the time that is lost in teaching is the inverse of learning. So if a second person were added to the above project, when it was apparent that it was falling behind schedule, about two months of the original person’s time might be lost in teaching.

The third element in their model is communicating and coordinating the efforts of multiple team members. They assume that the time loss here is a logarithmic function of team size.

Now consider a four man-year (8000 productive man-hour) project, they say. Assume that four people are assigned to the project, and that progress is to be checked every three months. Learning plus communication and coordination will cause the project to fall behind schedule, which fact is detected at the first check point. Seeing that the project is falling behind, management decides to add one more person. Teaching, learning, and communicating losses increase, and the project falls further behind schedule. If this same management decision (to add one more person) is made at each of the next two check points, what happens? At the end of 12 months, 11,000 man-hours will have been expended on the project, but only 7,500 productive man-hours will have been realized. The project will still not have been completed and it will already be almost 40% over budget.
What can be done? The solution, as Gordon and Lamb see it, is for management to add more people to the project than might be expected to be needed, and as early as possible. In other words, over-staff the project at the first sign of trouble. But this takes courage on the part of data processing management (to request it) and unusual understanding on the part of higher levels of management (to approve it).

We think Brooks plus Gordon and Lamb have enriched the field's understanding of a common project behavior problem area. Perhaps a better solution is not the one suggested by Gordon and Lamb but rather to allow for the loss factors more realistically in the original project time and cost estimates and then staff accordingly. But whatever solution is chosen, here is a characteristic of projects that data processing management must be aware of.

In short, it is not valid to assume that people and months can be interchanged on software projects of reasonable size and complexity.

System behavior patterns

This subject area perhaps is not quite so likely to be misnamed as in the case of project behavior patterns. True, it is through human activities that systems are created and operated. But somehow, systems seem to take on characters and personalities of their own. Behavior patterns for systems do not seem too incongruous.

Last month we quoted at some length a paper by Mills, presented at the Second International Conference on Software Engineering, held in October 1976, and published in Reference 6b. At the risk of duplication, we will quote from this paper again because it sets the stage for the discussion of system behavior patterns.

The maintenance of software systems, says Mills, is consuming altogether too many data processing resources. Some 75% of programming personnel are already concerned with maintenance; unless significant changes are made, this percentage will rise even higher and at the expense of development.

There are two main reasons for this dominance of maintenance activities, says Mills. For one thing, application systems are maintained for an indefinite period of time after they have been developed. So a fraction of the development staff must be shifted over to perform maintenance. If 20% of the development staff is shifted to maintenance every two years, then after 12 years maintenance will represent about 74% of the effort—which is about what the effort is, he feels. The only stable point is when 100% of the effort is on maintenance.

The other reason for the dominance of maintenance is that it has proved to be much more difficult to develop good systems than has been commonly supposed, where “good” means both correct and capable. A part of the work force is needed to perform corrective maintenance, to remove errors that were built into the systems by mistake. And another part of the work force is needed to perform adaptive maintenance, for enhancing the system. As adaptive maintenance continues, the organization may eventually lose sight of the original system.

In order to contain this growth of maintenance, Mills argues for better development methods. Better development methods (for which he describes his ideas and which we discussed last month) will greatly reduce the need for corrective maintenance. Fewer errors will be built into the systems. Also, better development methods will foresee some of the likely enhancements and will allow for them. So adaptive maintenance will be easier.

As we see it, Mills is right in arguing that good development methods will lead to greatly reduced corrective maintenance. And it is also possible that such methods will make adaptive maintenance easier, but they certainly will not eliminate the need for adaptive maintenance. There are many reasons why application systems go through a long series of enhancements. An organization can accept only so much change in its procedures at one time, otherwise the upheaval factor is too great. So it may be necessary to install a system that performs only the most essential functions and then gradually enhance it. Further, it is hard for users to conceive of what they may want a few years hence until they have grasped the power of the new system. Business conditions will change, requiring changes in the application systems. New technology will become available which can provide new, desirable opportunities; the new distributed systems might be a case in point here. Also, new hardware and operating system configurations will become available but will require the existing application
systems to be modified in order to exploit their capabilities. For these and similar reasons, we believe that adaptive maintenance will continue to be needed.

The point we are making here is that software engineering methods should prove to be very helpful in greatly reducing corrective maintenance. And hopefully they will make adaptive maintenance easier to perform. But software systems will continue to go through almost continual enhancements, for reasons such as those just mentioned. This is one aspect of what we mean by system behavior patterns—the typical life cycle of software systems.

E. B. Daly (Reference 6c) reports on a study that compares hardware development and maintenance with that of software. The data for the study came from three large projects plus numerous smaller ones conducted at the GTE Automatic Electric Laboratories. Here are some of the findings that he reports.

Software development is slower. Hardware logic gates, as measures of complexity, are comparable to branching statements in programs, he says. Comparing hardware development projects to software development projects of about the same complexity, he found that it took about twice as many man-hours to develop one instruction as it did to develop one logic gate. Further, it took four times as many man-hours to do design maintenance (corrective maintenance) for software as it did for hardware.

The reasons for these differences, he feels, are the following. The management techniques and the development processes for hardware are more advanced than those used on software projects. The people involved (generally, the engineers) are more experienced than their counterparts in software development. More “building blocks” are available for hardware and they perform a wider variety of functions. Finally, the hardware gets tested twice—one on its own and once when the software is being tested on it.

One might conclude from these comments that hardware development and design maintenance represents a level of achievement which software development and maintenance should seek to equal. This equality might come from the use of a software engineering discipline that roughly matches the capability of the hardware engineering discipline. But the software discipline is currently far behind the hardware discipline.

Hard to compare software projects. Daly apparently found it harder to compare two software development projects than to compare two hardware development projects. At least, he felt that it was very hard to compare two software projects because of differences in about 15 factors (which he lists) that affect the software development rate.

For the development of “small” real-time systems (involving from 5,000 to 20,000 instructions), he found that production rates varied from 1.6 to about 5 instructions per man-hour. For large real-time systems (involving over 75,000 instructions), average production rates were 1.9 instructions per hour for data manipulation instructions and 0.24 instructions per hour for diagnostic instructions.

Two main points stand out from Daly’s figures, in our mind. One is that comparable variations in production rates probably would not be tolerated in hardware development and maintenance, for systems of similar complexity. The second point is that Daly’s figures confirm what many have been recognizing, which is that there are substantial differences in development rates between large and small systems. This is not a well understood phenomenon, as far as we know. What are the measures of complexity, and where does complexity begin to increase in a non-linear (exponential?) fashion? If data processing management had better answers to these questions, it would be possible to do a much better job of estimating development times and costs.

The development/maintenance time ratio. Daly presents some interesting figures on the man-hours required to both develop and maintain large real-time systems over a four year time period. By the end of the fourth year, some 54% of the total man-hours had been spent on development and the other 46% were spent on design (essentially corrective) maintenance. Daly says that “local support,” which might be another form of corrective maintenance, was not included in these figures. The 54% development time was broken down as follows: developing specifications, 13%; building, 20%; testing, 13%; and documentation, 8%.
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After the fourth year, design maintenance increases very slowly, says Daly. At the end of the tenth year, it might represent about 60% of the total man-hours expended. One wonders, of course, if the better development methods advocated by Mills would substantially reduce these maintenance figures.

It is interesting to compare Daly's figures with somewhat similar figures presented by Barry Boehm at the Second International Conference on Software Engineering, mentioned earlier. Boehm reported on studies made by TRW Systems on large software systems, mostly for military applications. Over a good portion of the life cycle of a software system, about 30% of the man-hours were spent on designing, building, and testing the systems, and the other 70% of the time was spent on maintenance. Boehm did not separate corrective and adaptive maintenance, and it seems likely that his figures lumped these two types of maintenance. Daly, of course, did not include adaptive maintenance and perhaps not all of the corrective maintenance.

What conclusions might one draw, then, based on what Mills, Daly, and Boehm have said? It seems to us that one can conclude that corrective maintenance will require about 50% to 60% of the total man-hours over a seven to ten year life of a complex application system (say, 75,000 or more instructions). For small interactive systems, probably the relative time spent on corrective maintenance will be less; these systems are less complex and hence fewer errors are likely to occur during construction.

One might also conclude that when adaptive maintenance is added to the corrective maintenance, it seems quite likely that at least 75% of the total man-hours are being spent on some form of maintenance. As Mills points out, this leaves precious little time for developing new systems.

But the problem does not end there. Software systems tend to lose structure and to grow to a point where "fission" occurs, over their life cycle. To see why this is so, let us consider program evolution.

Program evolution

Belady, Lehman, and Parr have studied the dynamics of program evolution and have reported their findings in References 11 and 12. The original study was concerned with what happened to IBM's os/360 operating system after its initial release. After finding what they believed might be patterns of evolution, they investigated two other operating systems in two quite different environments. The same general patterns were observed.

The authors feel that they may well have uncovered general behavior patterns for the combination of organizations, people, and the computer programs themselves. So they feel they can present some general conclusions on program evolution.

**Continuing change.** All three operating systems grew in size long after their initial development. This growth was due to correcting faults, improving performance, adding new functions, and supporting new hardware.

**Breadth of change.** The percent of each operating system that was changed increased almost linearly with time. Eventually, all modules were changed at least once.

**Loss of structure.** The authors found that repeatedly modifying a system without redesign tends to obscure its conceptual structure. So, over a period of time, the original structure of these three operating systems gradually was lost. Perhaps the "proof of correctness" to program development (which we discussed last month) might constrain this tendency.

**Smooth growth in size.** The growth in size seems to be statistically smooth, say the authors. Size increases rapidly at first, then gradually slows down—although the maintenance effort may remain quite constant.

**Growth in release intervals.** The time between two successive releases of each operating system tended to increase exponentially. The most likely explanation of this, said the authors, was that it became increasingly difficult to make changes. Even though maintenance effort remained about constant, this behavior resulted in a decelerated growth in size.

**Decrease in work rate.** Closely related to the above behavior was the tapering off in the number of changes made, due to the fact that changes became harder and harder to make. With a con-
stant maintenance effort, this meant a decrease in the effective work rate.

Maximum change per release. There seems to be a practical maximum limit to the growth in program size per release. With os/360, this limit was about 400 modules added to the system. If a release had more than this amount, it led to significant problems such as performance errors. Moreover, if this limit was even approached, the next releases turned out to be much smaller, perhaps to allow a catch up in correcting faults and completing the documentation.

Need for measure of complexity. Some measure of system complexity would be useful, say the authors, to indicate to management when a complete structural redesign becomes highly desirable. As one (only approximate) measure of complexity, the authors used the cumulative percentage of modules that had been handled (changed or added). They later revised this to be the cumulative handlings, where each of two changes to the same module would be counted. But they see the shortcomings of each measure. What is really desired, they say, is a measure of the degree of concentration of the changes. The more scattered the changes through the system, the more the conceptual structure will be obscured and the more error prone will be the changes. Eventually, the changes may well make the system so complex that a complete redesign will be needed. It may even be necessary to sub-divide the system into two systems ("fission") in order to make it workable.

We think it is fair to say, then, that software systems exhibit a behavior. They tend to grow in size and complexity, as faults are corrected and new functions added.

Conclusion

As we have attempted to point out in these two reports, software engineering seeks to impose a discipline on the development and modification of software. A wide variety of tools and techniques have been developed, unfortunately with very spotty coverage of the life cycle of a software system.

Within the development phase, most of the work to date has been on developing tools and techniques for construction, quality assurance, and evaluation. Much less work has been done on determining requirements, performing design, and performing maintenance.

As the discussion just completed indicates, software engineering should address the whole life cycle of a software system—say, for instance, for ten years of life. Software systems tend to grow in size and complexity, as faults are corrected and as new functions are added. Structure is lost, maintenance becomes harder and more costly, and the risk of unreliable operation is increased. These are problem areas that simply must be addressed by software engineering.

In short, while much has been accomplished in software engineering, there is still much more that needs to be done.
You may have been seeing articles recently in the trade press about possible government regulation of “trans-border data flows.” If you are concerned almost wholly with data processing within one country, it may appear that the possible regulations will have little effect on your operations. (Data processing executives in multi-national companies are very concerned about the possible regulations.) It is quite possible, though, that the regulations will have impacts on strictly domestic data processing. Next month, we discuss what is happening in this emerging subject area.
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