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DR. DAVISSON, affectionately known to his large circle of friends as "Davy," joined the research section of the Engineering Department of the Western Electric Company in March, 1917 to participate in its World War I programs. He came on leave of absence from Carnegie Institute of Technology with the intention of returning to his academic post at the close of the war, but remained with its engineering organization, later to become Bell Telephone Laboratories, until 1946, when he retired at the age of sixty-five. He then accepted a research professorship in the Department of Physics at the University of Virginia.

When I joined Western's Engineering Department at the beginning of 1918, I had the good fortune to be assigned an office with Davisson. This was the beginning of a lifelong intimate friendship and an uninterrupted and close professional association terminated by his retirement.

Beginning in 1912 the Western Electric Company under the able leadership of Dr. H. D. Arnold pioneered in the development of the thermionic high-vacuum tube for communications applications. Although such devices already had important application as voice-frequency amplifiers in long-distance circuits at the time of our entrance into World War I, tubes were really not yet out of the laboratory, and the relatively few that were required for extending and maintaining service were made in the laboratories of the Engineering Department. Research and development programs directed to military applications of these new devices brought about a large expansion in the work of the laboratories. Davisson and I were assigned to the development of tubes for military use.

Important applications resulted from this work, and thermionic high-vacuum tubes had to be produced in what was for that time astronomical quantities. The science, technology, and art essential to such quantity production did not exist, and had to be created concurrently with a most rapid
build-up in production. All of the tubes employed an oxide-coated cathode, which was later to become the universal standard the world over for low-power thermionic vacuum tubes.

Davisson early took a position of leadership in problems of fundamental physics relating to the emitter and high-vacuum techniques. We were forced to move so rapidly that much of the work was necessarily empirical. Even in this atmosphere of empiricism Davisson’s work was unusually fundamental and analytical. Increasingly all of us went to him to discuss fundamental problems that were in urgent need of an answer. He was always available and displayed a friendly interest; we rarely left him without benefit from the discussion. Frequently he would continue his study of the problem and come later to give the benefit of his more mature consideration.

During this period of intensive work performed in an atmosphere of urgency, Davisson displayed the characteristics that were important in determining the pattern of his work through the years and the nature of his contributions to our laboratories and to science. His inner driving force was always seeking complete and exact knowledge of the physical phenomena under study. Thoroughness was an outstanding characteristic. The rapid tempo of the work with the necessity of accepting partial answers and following one’s nose in an empirical fashion were foreign to his way of doing things. As a war necessity he yielded to it, and performed as a good soldier. His interests were almost wholly scientific, but the needs of the situation forced upon him somewhat of an engineering role for which he had little appetite. As an adviser and consultant, he was unusually effective. In this he has few equals among scientists of my acquaintance. I believe that his success here is due to the high level of his interest in solving problems, to his broad area of curiosity about physical phenomena, and to his warm, friendly, and unselfish interest in the scientific aspects of the work of his associates.

Industry’s scientific and technologic support of the war effort led to a rapid expansion of industrial laboratories in the postwar period. Our laboratories had expanded during the war period, and this was continued at a rapid rate throughout the following decade. The scientists who had come to the Laboratories during the war and the years immediately preceding it, with few exceptions moved out of the laboratory and assumed places of management and leadership in the research and development sections of the Laboratories’ organization. At that early period in the life of industrial laboratories, the major emphasis was on applied research and development: there was very little research of a pure scientific nature.

Davisson was one of the few who did not gravitate to positions of man-
agement and leadership. His compelling interest in scientific research led Dr. Arnold to make a place in it for him, very rare in industrial laboratories of the time. A pattern of work of his own choosing gradually evolved, and he worked within it throughout his career. One or two young physicists and a few laboratory technicians made up the team that worked on his research problems. The young physicists and technicians did most of the work in the laboratory, although Davisson would frequently be found in the laboratory making observations in association with his co-workers. He took a leading part in planning the experiments and in designing the apparatus. His thoroughness and absorbing interest in detail were especially rewarding in this area for his experiments were always well conceived and their instrumentation was beautiful.

The maximum of reliability, long life (measured in years) and the highest electron-emitting efficiency from the cathode were early recognized as important to the full utilization of the thermionic high-vacuum tube in telecommunications. For several years after the close of the war, Davisson’s researches were directed at a complete understanding of the emission phenomena of oxide-coated cathodes. This emitter is an unusually complex system. Chemical, metallurgical, and physical problems of great complexity are interleaved. Over the years, our laboratories have made great progress in reliability, long life, and high electron-emitting efficiency of thermionic vacuum tubes for telecommunication uses. The benefits of this work to the telephone user have been large, and annual savings to the Bell System of many millions of dollars have resulted. Davisson’s researches during the five years following the close of the war, and his continuing advice to others through a longer period were significant in the advances that our laboratories have made.

As multigrid structures came into use and the tubes came to be used in circuits of ever increasing complexity, unwanted secondary electron emission from the grid structures became a major problem. The presence of this emission and its variation in amount from tube to tube brought about malfunctioning and unreliability. If it were to be controlled, its complete understanding was essential. A basic study of secondary emission was Davisson’s next area of research. In these studies he came upon patterns of emission from the surface of single crystals of nickel that aroused his curiosity. His examination of these patterns led to his discovery of electron diffraction and the wave properties of electrons. In recognition of this masterful research with its important and highly significant results, he was awarded the Nobel Prize in 1937.

After the discovery of electron diffraction, Dr. L. H. Germer, who had worked with Davisson on the secondary emission researches, took the prob-
lem of applying electron diffraction to the study of the structure of thin surface films. He was the pioneer in utilizing electron diffraction in studies of surface structure, and made a large contribution to the science and technology of this new and important analysis technique. While Germer, graduating from his place as an aide to Davisson, worked independently on this problem, he benefited from frequent discussions with Davisson. After Germer had perfected an electron diffraction spectrometer, he operated it for a number of years as an analytical aid to many of the research and development projects of the Laboratories. The interpretation of the patterns and the determination of the crystalline structure of surface films were complex problems. During the period that Germer was developing techniques and getting order into the analysis of the patterns, Davisson often joined him in puzzling out the crystal structure revealed in photographs of the diffraction patterns of many different kinds of surfaces.

As a logical consequence of Davisson's interest in electron diffraction, he next concerned himself with a variety of problems in electron optics. He was one of the first to develop analytical procedures in the design of structures for sharply focusing electron beams. For many years, beginning in the early 1930's, Davisson gave much attention to the analytical side of electron optics and designed and constructed many structures for electron focusing. Prior to his work much of the vacuum-tube development work in our laboratories, as elsewhere where electron focusing was required, was largely empirical. Unfortunately he did not publish much of the fine work that he did, although he reported on portions of it to scientific and technical groups. However, the effect of his work and his ever increasing knowledge of electron optics on the programs and men of our laboratories concerned with electron dynamics was large. Dr. J. B. Fisk, Dr. J. R. Pierce, Dr. L. A. MacColl, Dr. Frank Gray and others of our laboratory obtained guidance and inspiration from Davisson, the consultant and adviser.

His work in electron optics came at a fortunate time in relation to our laboratories' studies of the transmission of television signals over coaxial conductor systems. Although it was possible to measure the amount and characteristics of the electrical distortion of signal currents, there were not available cathode ray tubes precise enough in their design for evaluating the degradation in the picture's quality resulting from the passage of the signal through the coaxial system. He undertook the development of a cathode-ray tube for this test purpose employing the principles of electron optics that he had worked out. In doing this he made one of his few excursions into technology. There resulted from his work a cathode-ray tube of great precision. By virtue of the fundamental design of the beam and deflecting system, the tube provided an extremely small rectangular spot on
the fluorescent screen that remained in sharp focus over the entire screen area and had a much improved response characteristic. He took unusual pride in this project, and played a leading part in the design of every element of the complicated structure. The tube proved to be a useful tool in the evaluation of picture impairment resulting from different types of signal distortion.

Our laboratories steadily increased their participation in research and development activities for the military beginning in 1938. This effort expanded with terrific speed at the beginning of World War II, and soon became our major activity, continuing until the close of hostilities. Davison was most anxious to contribute in any way that he could in our military work. While continuing his researches, he gave attention to the new and important multicavity magnetron that was receiving increasing attention. His background in electron optics made him invaluable as a consultant to Fisk, who led our magnetron work. As in World War I, speed was again the driving force in our programs, and substantially all of our research people turned to development. By keeping aloof from the rapidly moving development stream, he was able to give unhurried consideration to many of the basic electron dynamics problems of the magnetron.

When Dr. J. C. Slater joined us in 1943 to participate with Fisk in the basic magnetron problems, Davison turned his attention to problems of crystal physics in relation to our programs on quartz crystal plates as circuit elements. Our laboratories were the focal point of a large national effort for the development, design, and production of quartz crystal plates for a multitude of electronic circuit applications. Drs. W. P. Mason, W. L. Bond, G. W. Willard, and Armstrong-Wood were the basic science team working on a multitude of problems that arose with the tremendous expansion of quartz plate production and use.

Davison spent the major portion of his time from 1943 until his retirement in 1946 on a variety of crystal physics problems. He brought a fresh viewpoint into the crystal physics area. Through consultation, analyses, and experiments, he was of material assistance to our crystal physics group in the large contribution they made to the application of quartz plates to electronic systems for the military.

Davison exerted a constructive influence on programs and men in the research and development areas of our laboratories throughout the thirty years of his active service. His door was open to all, and through his constructive interest in the problems presented, he developed large and continuing consulting contacts. This was not an assigned task but rather one that was personal to him, and its amount and continuance through the years were expressions of a facet of his personality. His contribution to the
adjustment of the young men to their change in environment from the university to industry as they came to our laboratories was considerable. It became a habit of the research directors to place with him for a year or so junior scientists on their entrance into our laboratories. Dr. J. A. Becker and Dr. William Shockley are typical of the men who were introduced into the Laboratories through a period of association with him.

We have always welcomed young scientists from the graduate schools of our universities for summer work. This gives them a view of the operation of an industrial laboratory, and is an aid to us in the selection of young research men from the schools. Several of them were assigned to work with Davisson. Some have since had distinguished careers in science. Drs. Lee A. DuBridge, Merle Tuve, and Philip Morse are among the graduate students who worked with Davisson during their summer employment with us.

It was fortunate that Davisson, who had come to stay for the duration of the war, elected to stay with the laboratories to work as a scientist in areas of physics important to our programs rather than return to university life. He established a pattern of fundamental research that has continued and enlarged in scope as our laboratories have evolved and reached maturity. Across the frontiers of the physics, mathematics, and chemistry, which are basic to telecommunication technology, we now have many scientists whose programs are directed, as was Davisson's, only at expanding fundamental knowledge, and who do not divert their energies even to the fundamental development phases of our technology. It is a tribute to Davisson's overpowering interest in science, and to his steadfastness in the pursuit of knowledge through the scientific method of experiment and analysis that during the pioneering and rapid expansion years of our laboratories, when development demanded the attention of most of our scientists, he gave almost undivided attention to the scientific aspects of our work. Throughout his career he has remained a scientist and has maintained a working knowledge at the forefront of a wide area of physics.

Throughout his thirty years at the Laboratories, Davisson's circle of friends among scientists steadily grew, not only within his own country but extending to Europe and the Orient. His capacity for friendships is large, and each of us at the Laboratories in daily contact with him has enjoyed a close friendship of exceptional warmth. The integrity and quality of his work are universally appreciated. He is held in high regard, not only for it but also because of his fine personal qualities. He is shy and modest. Because of this, it requires an association of some duration to know Davisson the man. He has a keen sense of humor, which flashes upon you in most unexpected ways. Unusually slight in stature with a fragile physical frame, his weight never exceeded 115 pounds, and for many years it hovered
around 100. While his health has been good, his store of energy has been limited, and it has been necessary for him to husband it carefully.

Davisson's modesty causes him to undervalue the importance and scope of his contributions. This characteristic, the low level of his energy, and the high standard he has always set for his work have combined to limit the amount of his publication. His influence on science and technology generally has, therefore, not been at so high a level as it has attained within the Laboratories, where his personal contact with individuals and their work has been more effective than publication.

In recognition of his constructive influence on the evolution of the basic science programs of our laboratories and his contribution of important new knowledge in the areas of thermionic emission, secondary electron emission, electron diffraction, and electron optics, the editors and the editorial board of The Bell System Technical Journal have invited members of our staff whose work and careers have benefited through association with Davisson to contribute papers to this issue of the Journal in celebration of his seventy-seventh birthday.
The Scientific Work of C. J. Davisson

By KARL K. DARROW

THE very first piece of work which is published by a physicist who is destined to be great is not often outstanding; but sometimes it has curious affinities, accidental rather than causal, with aspects of the work that was to come thereafter. In the first paper published by C. J. Davisson, we find him working with electrons, concentrating them into a beam by the agency of a magnetic field, directing them against a metal target, and looking to see whether rays proceed from the target. True, the electrons came from a radioactive substance, and therefore were much faster than those of his later experiments. True also, he did not actually focus the electron-beam. True also, the rays for which he was looking were X-rays, and in these he took no further interest. Yet in nearly all of his subsequent researches he was to use some of the principles of electron-focussing or electron-microscopy; in many, he was to look for things that were emitted by the target on which his electrons fell. This maiden paper was presented before the American Physical Society at its meeting in Washington in April 1909; the printed version may be found in the Physical Review, page 469 of volume 28 of the year 1909. It was signed from Princeton University, whither Davisson had gone as a graduate student.

Another characteristic of Davisson's work in his later years was his frequent study and use of thermionics. Already in 1911 we find him working in this field—but it was thermionics with a difference. The word "thermionics" now signifies, nearly always, the emission of electrons from hot metals; but at first it included also the emission of positive ions from hot metals and hot salts. Though neither useless nor uninteresting, the emission of positive ions is now rated far below the effect to which we now confine the name of thermionics: emission of electrons from hot metals is one of the fundamental phenomena of Nature, and its uses are illimitable. It may be plausibly conjectured that in 1911 the difference in the importance of the two phenomena—emission of positive ions and emission of electrons—was far less evident than it is now. Davisson, working under the British physicist O. W. Richardson who was then professor at Princeton, established that the positive ions emitted from heated salts of the alkali metals are once-ionized atoms of these metals—that is to say, atoms lacking a single electron. He also showed that if gas is present in the tube, it may enhance the number of the ions but does not change their character. This
work was presented before the April meeting of the American Physical Society in 1911. Abstracts of the papers which he there gave orally may be found in Physical Review, but the publications in full appeared (in 1912) in Philosophical Magazine. Davisson's choice of a British journal was advised by his transplanted teacher, but it must be realized that in 1912 the Physical Review had by no means ascended to the rank that it holds today. With this work came to their end the contributions of his student years, and next we find him publishing as an independent investigator.

From Davisson's years (1912-17) at the Carnegie Institute of Technology there is a paper embodying an attempt to calculate the optical dispersion of molecular hydrogen and of helium from Bohr's earliest atom-model. It shows him possessed of no mean mathematical technique, but is based—as the date by itself would make evident—on too primitive a form of quantum-theory.

In June 1917, in the midst of World War I, Davisson came for what he thought would be a temporary job at the institution then known as the Research Laboratories of the American Telephone and Telegraph Company and the Western Electric Company, thereafter—from 1925—as Bell Telephone Laboratories. Not for a year and a half was he able to devote himself to work untrammelled by the exigencies of war. So far as publication is concerned, his second period began in 1920, when he presented two papers before the American Physical Society: one at the New York meeting in February, one at the Washington meeting in April. In the former of these his name is linked with that of L. H. Germer, a name associated with his in the great discovery of electron waves; in the latter it is linked with that of the late H. A. Pidgeon.

These two papers are represented only by brief abstracts; and this is the more regrettable, as they form the only contributions published under Davisson's name to the dawning science of the oxide-coated cathode. In the former, he established that the remarkably high electron-emission of oxide-coated metals—as contrasted with bare metals—is not due, as had been elsewhere suggested, to the impacts of positive ions from the gas of the tube against the coatings: it is true thermionic emission. In the latter, he studied the rise and eventual fall of the thermionic emission as more and more oxide is laid down upon the metal surface, and concluded that the emission occurs when a definite number of oxide molecules is assembled into a patch of definite size on the surface: the number of patches of just the right size first rises, then declines as the deposition continues. According to colleagues of his, these two papers fall short by far of indicating the extent of his contributions to this field; and one of them has said that Davisson was excessively scrupulous about putting his work into print, being
unwilling to publish his observations until he felt sure that he understood all that was taking place. It is in an article by another—the late H. D. Arnold, first to hold the post of Director of Research in Bell Telephone Laboratories and its antecedent organization—that we find a description of Davisson’s “power-emission chart,” now standard in the art. In Arnold’s words: ‘Dr. Davisson has devised a form of coordinate-paper in which the coordinates are power supplied to the filament (abscissae) and thermionic emission (ordinates). The coordinate lines are so disposed and numbered that if the emission from a filament satisfies Richardson’s relation, and the thermal radiation satisfies the Stefan-Boltzmann relation, then points on the chart coordinating power and emission for such a filament will fall on a straight line.”

In a paper presented at a meeting toward the end of 1920 (it was a joint paper of himself and J. R. Weeks) Davisson gives the theory of the emission of light from metals, deduces a deviation from Lambert’s law and verifies this by experiment. A connection between this and the study of thermionics may be inferred from the words which I quoted earlier from Arnold’s description of Davisson’s power-emission chart. This work was published in full, some three years later, in the Journal of the Optical Society of America.

We turn now to Davisson’s investigations of thermionic emission from metals.

Those whose memories go back far enough will recall that two laws have been proposed for the dependence of thermionic emission on temperature. Both were propounded by O. W. Richardson, and each, somewhat confusingly, has at times been called “Richardson’s law.” The earlier prescribed that the thermionic current $i$ should vary as $T^3 \exp(-b/T)$, $T$ standing for the absolute temperature; the later prescribes that $i$ should vary as $T^2 \exp(-b/T)$. The former is derived from the assumption that the velocities and energies of the electrons inside the metal are distributed according to the classical Maxwell-Boltzmann law. The latter follows from the assumption that these velocities and energies are distributed according to the quantum-theory or Fermi-Dirac law: it was, however, derived from thermodynamic arguments some thirteen years before the Fermi-Dirac theory was developed, and the experiments about to be related were performed during this thirteen-year period.

In the interpretation of either law, $b$ is correlated with the work of egress which an electron must do (at the expense of its kinetic energy) in order to go from the inside to the outside of the metal. I will leave to a later page the phrasing of this correlation, and say for the moment that $b$ multiplied by Boltzmann’s constant $k$ represents what used to be called and is still some-
times called the "thermionic work-function" of the metal. If a given set of data is fitted first by the $T^1$ law and then by the $T^2$ law, different values of $b$ and therefore different values of the thermionic work-function are obtained. Which is right?

This question can be answered if the thermionic work-function can be measured with adequate accuracy by some other method. Such a method exists: it is called the "calorimetric" method. Suppose an incandescent wire surrounded by a cylindrical electrode. If the latter is negative with respect to the former, the emitted electrons will return to the wire, and there will be no net thermal effect due to the emission. If, however, the cylinder is positive with respect to the wire, the electrons will be drawn to it, and the wire will fall in temperature: this is the "cooling-effect" due to the emission. The resistance of the wire will decrease, and if the current into the wire is held constant, the voltage between its terminals will be lessened.

The experiment may sound easy, and so it might be if all of the current flowed within the wire from end to end; but the bleeding of electrons through the entire surface makes the current vary from point to point along the wire, and complicates the test enormously. Others elsewhere had tackled this difficult problem of experimentation; but Davisson and Germer found a better way to handle it, and their results for tungsten were presented at a meeting at the end of 1921 and published fully the following year. From their data they calculated the thermionic work-function of the metal, which when thus determined we may denote by $\epsilon\phi$. It agreed with the value of $kb$ obtained from the newer form of "Richardson's law," disagreed with the other. Thus Davisson was in the position of having confirmed the Fermi-Dirac distribution-law before it had been stated!

It remains to be said that, years later, Davisson and Germer repeated this experiment upon an oxide-coated platinum wire. Here they came upon a complication from which clean metal surfaces are fortunately exempt. The character of the oxide-coated wire changed with the temperature; and, since the measurement of the "constant" $b$ requires a variation of the temperature, its value did not provide a reliable measure of the work at any single temperature, whereas the "calorimetric" measurement did.

Now at last we are ready to attend to the early stages of the studies which were destined to lead to the discovery of electron-waves. These were studies of what I shall call the "polycrystalline scattering patterns" of metals: the name is descriptive rather than short. A beam of electrons is projected against a metal target which is in the condition, normal for a metal, of being a complex of tiny crystals oriented in all directions. Some of these electrons swing around and come back out of the metal with undiminished energy: these are the electrons that are "elastically scattered,"
Davisson records that elastic scattering had previously been observed only with electrons having initially an energy of 12 electron-volts or less. A collector is posted at a place where it collects such electrons as are scattered in a direction making some chosen angle $\theta$ with the direction exactly opposite to that of the original or "primary" beam. There may be inelastically-scattered or secondary electrons which travel toward the collector: its potential is so adjusted as to prevent the access of these.

The collector is moved from place to place so as to occupy successively positions corresponding to many values of the angle $\theta$. It is always in the same plane passing through the primary beam, and so the curve of number-of-scattered-electrons (per unit solid angle) plotted against $\theta$ is a cross-section of a three-dimensional scattering pattern; but, for obvious reasons of symmetry, the three-dimensional pattern is just the two-dimensional pattern rotated around the axis which is provided by the primary beam. This two-dimensional pattern is what I have called the polycrystalline scattering-pattern. It is a curve plotted, in polar coordinates or in Cartesian, against $\theta$ over a range of this angle which extends from $-90^\circ$ to $+90^\circ$; but the part of the curve which runs from $\theta = -90^\circ$ to $\theta = 0^\circ$ is the mirror-image of the other part, and either by itself suffices. The curve cannot be plotted in the immediate vicinity of $\theta = 0^\circ$, because the source of the electrons gets in the way.

The first published report of such an experiment is to be found, under the names of Davisson and C. H. Kunsman, in Science of November 1921; in that same November Davisson presented the work before the American Physical Society. The metal was nickel, and the pattern had two most remarkable features. These were sharp and prominent peaks; one inferred from the trend of the curve in the neighborhood of $\theta = 0^\circ$ and presumably pointing in exactly that direction, consisting therefore of electrons which had been turned clear around through 180 degrees; the other pointing in a direction which depended on the speed of the electrons, and for 200-volt electrons was at $70^\circ$.

Any physicist who hears of experiments on scattering is likely to think of the scattering-experiments performed by Rutherford now more than forty years ago, which established the nuclear atom-model. These were measurements of the scattering-pattern of alpha-particles, and this does not look in the least like the curve observed by Davisson and Kunsman: it shows no peaks at all. Alpha-particles, however, are seven thousand times as massive as electrons: they are deflected in the nuclear fields, and so great is the momentum of an alpha-particle that it does not suffer any perceptible deflection unless and until it gets so close to a nucleus that there are no electrons at all between the nucleus and itself. But with so light a particle
as an electron, and especially with an electron moving as slowly as Davisson’s, the deflection commences when the flying electron is still in the outer regions of the atom which it is penetrating. The deflection of the individual electron and the scattering-pattern of the totality of the atoms are, therefore, conditioned not only by the nuclear field but by the fields of all the electrons surrounding the nucleus. How shall one calculate the effect of all these?

This is a very considerable mathematical problem, and Davisson simplified it to the utmost by converting the atomic electrons into spherical shells of continuous negative charge centered at the nucleus. The simplest conceivable case—not to be identified with that of nickel—is that of a nucleus surrounded by a single spherical shell having a total negative charge equal in magnitude to the positive charge of the nucleus itself. Within the shell the field is the pure nuclear field, the same as though the shell were not there at all; outside of the shell there is no field at all. This is what Davisson called a “limited field.” Calculation showed that the scattering-pattern of such a system would have a peak in the direction \( \theta = 0^\circ \), so long as the speed of the electrons did not exceed a certain ceiling-value! And there was more: “the main features of the scattering-patterns (Davisson said “distribution-curves”) for nickel, including the lateral maximum of variable position, are to be expected if the nickel atom has its electrons arranged in two shells.”

Nickel in fact is too complicated an atom to be represented, even in the most daring allowable approximation, as a nucleus surrounded by a single shell; two shells indeed seem insufficient, but the fact that a two-shell theory leads in the right direction is a significant one. Magnesium might reasonably be approximated by a single-shell model; Davisson experimented on this metal, and published (in 1923) scattering-patterns which lent themselves well to his interpretation. He measured scattering-patterns of platinum also, and these as to be expected are much more wrinkled with peaks and valleys; the task of making calculations for the platinum atom with its 78 electrons was too great.

Nickel continued to be Davisson’s favorite metal, and four years later (1925) his study of its polycrystalline scattering-pattern was still in progress. In April of that year occurred an accident, of which I quote his own description from Physical Review of December 1927. “During the course of his work a liquid-air bottle exploded at a time when the target was at a high temperature; the experimental tube was broken, and the target heavily oxidized by the in-rushing air. The oxide was eventually reduced and a layer of the target removed by vaporization, but only after prolonged heating at various high temperatures in hydrogen and in vacuum. When the
experiments were continued it was found that the distribution-in-angle of the scattered electrons had been completely changed. . . . This marked alteration in the scattering-pattern was traced to a re-crystallization of the target that occurred during the prolonged heating. Before the accident and in previous experiments we had been bombarding many small crystals, but in the tests subsequent to the accident we were bombarding only a few large ones. The actual number was of the order of ten.

I do not know whether Davisson ever cried out O felix culpa! in the language of the liturgy; but well he might have. The exploding liquid-air bottle blew open the gate to the discovery of electron-waves. Fatal consequences were not wanting: the accident killed the flourishing study of polycrystalline scattering-patterns, and countless interesting curves for many metals are still awaiting their discoverers. This may illustrate a difference between the industrial and the academic career. Had Davisson been a professor with a horde of graduate students besieging him for thesis subjects, the files of Physical Review might exhibit dozens of papers on the scattering-patterns of as many different metals, obtained by the students while the master was forging ahead in new fields.

Now that we are on the verge of the achievement which invested Davisson with universal fame and its correlate the Nobel Prize, I can tell its history in words which I wrote down while at my request he related the story. This happened on the twenty-fifth of January, 1937: I have the sheet of paper which he signed after reading it over, as also did our colleague L. A. MacColl who was present to hear the tale. This is authentic history such as all too often we lack for other discoveries of comparable moment. Listen now to Davisson himself relating, even though in the third person, the story of the achievement.

"The attention of C. J. Davisson was drawn to W. Elsasser's note of 1925, which he did not think much of because he did not believe that Elsasser's theory of his (Davisson's) prior results was valid. This note had no influence on the course of the experiments. What really started the discovery was the well-known accident with the polycrystalline mass, which suggested that single crystals would exhibit interesting effects. When the decision was made to experiment with the single crystal, it was anticipated that 'transparent directions' of the lattice would be discovered. In 1926 Davisson had the good fortune to visit England and attend the meeting of the British Association for the Advancement of Science at Oxford. He took with him some curves relating to the single crystal, and they were surprisingly feeble (surprising how rarely beams had been detected!). He showed them to Born, to Hartree and probably to Blackett; Born called in another Continental physicist (possibly Franck) to view them, and there was much
discussion of them. On the whole of the westward transatlantic voyage Davisson spent his time trying to understand Schroedinger's papers, as he then had an inkling (probably derived from the Oxford discussions) that the explanation might reside in them. In the autumn of 1926, Davisson calculated where some of the beams ought to be, looked for them and did not find them. He then laid out a program of thorough search, and on 6 January 1927 got strong beams due to the line-gratings of the surface atoms, as he showed by calculation in the same month."

Now I will supplement this succinct history by explanations. The first name to be mentioned in the explanations must be one which does not appear in the quotation: that of Louis de Broglie.

Louis de Broglie of Paris had suggested that electrons of definite momentum—let me denote it by \( p \)—are associated with waves of wavelength \( \lambda \) equal to \( \hbar/\lambda \), \( \hbar \) standing for Planck's constant. This suggestion he made in an attempt to interpret the atom-model of Bohr, a topic which is irrelevant to this article. Irrelevant also is the fact that Louis de Broglie's suggestion led Schroedinger to the discovery of "wave-mechanics," but I mention it here because Schroedinger's name appears in the quotation. Highly relevant is the inference that the "de Broglie waves," as they soon came to be called, might be diffracted by the lattices of crystals, and that the electrons of an electron-beam directed against a crystal might follow the waves into characteristic diffraction-beams such as X-rays exhibit.

This inference was drawn by a young German physicist Walther Elsasser by name, then a student at Goettingen. It was one of the great ideas of modern physics; and, in recording that its expression in Elsasser's letter was not what guided Davisson to its verification, I have no wish to weaken or decry the credit that justly belongs to Elsasser for having been the first to conceive it. Dr. Elsasser has authorized me to publish that he submitted his idea to Einstein, and that Einstein said "Young man, you are sitting on a gold-mine." The letter which I have mentioned appeared in 1925 in the German periodical *Die Naturwissenschaften*. As evidence for his idea Elsasser there adduced the polycrystalline scattering-patterns, in particular those for platinum, that had been published by Davisson and Kunsman. But Davisson as we have seen did not accept this explanation of the patterns; and never since, so far as Elsasser or I are aware, has anyone derived or even tried to derive the polycrystalline scattering-patterns from the wave-theory of electrons. This must be listed as a forgotten, I hope only a temporarily forgotten, problem of theoretical physics.

Essential to the application of Elsasser's idea is the fact that the wavelengths of the waves associated with electrons of convenient speeds are of the right order of magnitude to experience observable diffraction from a
crystal lattice. It is easy to remember that 150-volt electrons have a wavelength of one Angstrom unit, while the spacings between atoms in a solid are of the order of several Angstroms. This fact of course did not escape Elsasser, and it figures in his letter.

From the quotation it is clear that the earliest patterns obtained from the complex of large crystals were obscure, and the definitive proof of Elsasser's theory was obtained only when Davisson instituted his "program of thorough search" and simultaneously in England G. P. Thomson instituted his own. Two other items in the quotation require to be explained. The hypothesis of "transparent directions" I will consider to be explained by its name. Were it correct, the directions of the beams would be independent of the speed of the electrons; since they are not, the hypothesis falls. The reference to the "line-gratings of the surface atoms" induces me to proceed at once to one of the principal contrasts between diffraction of electrons and diffraction of X-rays.

An optical grating is a sequence of parallel equidistant grooves or rulings on a surface of metal or glass. The atoms on a crystalline surface are arranged in parallel equidistant lines, and one might expect X-rays or electrons to be diffracted from them as visible light is diffracted from an optical grating. This expectation is frustrated in the case of X-rays, because their power of penetration is so great that a single layer of atoms, be it the surface-layer or any other, diffracts but an inappreciable part of the incident X-ray beam; only the cumulative effect of many layers is detectable. Electrons as slow as those that Davisson used are not nearly so penetrating. With these indeed it is possible, as he was the first to show, to get diffraction-beams produced by the surface-layer only. Such beams, however, are detectable only when the incident (or the emerging) beam of electrons almost grazes the surface; and nearly always, when a beam is observed, it is due to the cumulative effect of many atom-layers as is the rule with X-rays. But the cumulative effect requires more specific conditions than does diffraction by the surface-layer: if the incident beam falls at a given angle upon the surface, the momentum of the electrons and the wavelength of their waves must be adjusted until it is just right, and, reversely, if the momentum of the electrons has a given value the angle of incidence must be adjusted until it is just right. This also Davisson verified.

As soon as Davisson made known his demonstration of electron-waves, he was bombarded by entreaties for speeches on his work and for descriptions to be published in periodicals less advanced and specialized than Physical Review. To a number of these he yielded, and I recommend especially the talk which in the autumn of 1929 he gave before the Michelson Meeting of the Optical Society of America; one finds it in print in volume
of the Journal of that Society. It is written with such clarity, grace and humor as to make one regret that Davisson was not oftener tempted to employ his talents for the benefit not of laymen precisely, but of scientists who were laymen in respect to the field of his researches. I quote the first two sentences: “When I discovered on looking over the announcement of this meeting that Arthur Compton is to speak on ‘X-rays as a Branch of Optics’ I realized that I had not made the most of my opportunities. I should have made a similar appeal to the attention of the Society by choosing as my subject ‘Electrons as a Branch of Optics.’ ”

Though in this period his duties as expositor took a good deal of his time, Davisson found opportunity to prosecute his work and to begin on certain applications. One obvious development may be dismissed rather curtly, as being less important than it might reasonably seem. One might have expected Davisson to strive to verify de Broglie’s law \( \lambda = \frac{h}{p} \) to five or six significant figures. This would have been difficult if not impossible, since the diffraction-beams of electrons are much less sharp than those of X-rays; this is a consequence of the fact that the diffraction is performed by only a few layers of atoms, the primary beam being absorbed before it can penetrate deeply into the crystal structure. But even if it had been easy the enterprise would probably have been considered futile, for de Broglie’s law quickly achieved the status of being regarded as self-evidently true. Such a belief is sometimes dangerous, but in this case it is almost certainly sound: the law is involved in the theories of so many phenomena, that, if it were in error by only a small fraction of a per cent, the discrepancy would have been noted by now in more ways than one. Davisson established the law within one per cent, and there are few who would not regard this as amply satisfactory.

The greatest of the uses of electron-diffraction lies in the study of the arrangement of atoms in crystals and in non-crystalline bodies. Here it supplements the similar use of X-ray diffraction, for it serves where X-ray diffraction does not, and \( \text{vice versa} \). Once more I quote from a lecture of Davisson’s: “Electrons are no more suitable for examining sheets of metal by transmission than metal sheets are suitable for replacing glass in windows. To be suitable for examination by electrons by transmission, a specimen must be no more than a few hundred angstroms in thickness. It must be just the sort of specimen which cannot be examined by X-rays. Massive specimens can be examined by electrons by reflection. The beam is directed onto the surface at near-grazing incidence, and the half-pattern which is produced reveals the crystalline state of a surface-layer of excessive thinness. . . . Invisible films of material, different chemically from the bulk of the specimen, are frequently discovered by this method.” Many experi-
ments of this type were done at Bell Telephone Laboratories by L. H. Germer; they do not fall within the scope of this article, but we may be sure that Davisson was interested in them.

Davisson also studied the refraction of electrons at the surface of nickel, and this is work which in my opinion has never received the attention that it merits. Let us consider its importance.

I have already spoken of the work which an electron must do in order to quit a metal, and have mentioned two ways employed by Davisson (and by others) to ascertain its value—the measurement of the constant $b$ which figures in Richardson's equation, and the measurement of the quantity $\phi$ by the calorimetric method. It is customary to ascribe this work of egress to the presence of a "surface potential-barrier," usually imagined as an infinitely sudden potential-drop occurring at the surface of the metal: the potential immediately outside the metal is supposed to be less than the potential immediately inside by a non-zero amount, which I will denote by $X$. One is tempted to identify $X$ with $\phi$ and with $kb/e$; but this is an oversimplification. By the classical theory there is a difference which is small but not quite negligible. By the new theory there is a difference which is neither small nor by any means negligible. By the new theory, in fact, $X$ is greater than $\phi$ by an amount which is equal to the so-called "Fermi energy"—the kinetic energy of the electrons which, if the metal were at the absolute zero of temperature, would be the fastest-moving electrons in the metal. Now, this last amount is of the order of half-a-dozen electron-volts for the metals of major interest in thermionic experiments, and so also is the value of $\phi$. Thus, if there were a method for determining the height of the surface potential-barrier, this would be expected to yield a value of the order of six volts if the old theory were right and a value of the order of twelve volts if the new theory were correct.

Well, there is such a method, and it consists precisely in observing and measuring the refraction of the electron-waves as they pass through the surface of the metal. This refraction has a deceptive effect; it alters the orientations of the diffraction-beams as though the crystal were contracted in the direction normal to its surface. Once this is comprehended, the refractive index may be calculated from the observations, and from the refractive index the value of $X$ the surface potential drop. This was done by Davisson and Germer for nickel, and published in the Proceedings of the National Academy of Sciences for 1928. The value which they found for the surface potential-drop was 18 volts—three times as great as the value prescribed by the old theory, half again as great as the value afforded by the new. Thus the experiments speak for the new theory over the old, yet not with unambiguous support of the new. This has been described to me, by a dis-
tunguished physicist, as one of the situations in which the concept of a single sharp potential-drop becomes most palpably inadequate. Work of this kind continued to be done, especially in Germany, until the later thirties, and then regrettably flickered out.

In 1937 the Nobel prize was conferred on Davisson, and he had the opportunity of enjoying the ceremonies and festivities which are lavished upon those who go to Stockholm and receive it. He shared the prize with G. P. Thomson, who must not be entirely neglected even in an article dedicated explicitly to Davisson. There was little in common between their techniques, for Thomson consistently used much faster electrons which transpierced very thin polycrystalline films of metal and produced glorious diffraction-rings. He too founded a school of crystal analysts.

Finally I mention three notes—two abstracts of papers given before the American Physical Society in 1931 and 1934, and one Letter to the Editor of Physical Review—bearing on what has been described to me, by an expert in the field, as the first publication of the principle of the “electrostatic lens” useful in electron-microscopy. These are joint papers of Davisson and C. J. Calbick. They report, in very condensed form, the outcome of an analysis which showed that a slit in a metal cylinder treats electrons as a cylindrical lens treats light, and a circular hole in a metal plate treats electrons as a spherical lens treats light: in both cases the field-strengths on the two sides of the metal surface (cylinder or plate) must be different. Experiments were performed to test the theory, and succeeded; and in the latest of the notes we read that Calbick and Davisson used a two-lens system to form a magnified image of a ribbon-filament upon a fluorescent screen. Calbick recalls that the magnification was of the order of twentyfold.

During the time of his researches on electron-waves, Davisson’s office was on the seventh floor of the West Street building, on the north side about seventy-five paces back from the west facade; his laboratories were at times beside it, at times across the corridor. This illustrates a disadvantage of our modern architecture. If Davisson had done his work in a mediaeval cathedral, we could mount a plaque upon a wall which had overlooked his apparatus, and plaque and wall would stand for centuries. But the inner walls of Davisson’s rooms are all gone, and the outer wall consisted entirely of windows; and nothing remains the same except the north light steaming through the windows, which we may take as a symbol of the light which Davisson cast upon the transactions between electrons and crystals.
Inorganic Replication in Electron Microscopy

By C. J. CALBICK

Contrast and resolution in electron micrographs from thin replica films are determined by the geometrical relationships between the directions of incidence of the condensing atom beam and the local surface normal, during film formation by evaporation in vacuo, and the direction of incidence of the electron beam, during subsequent exposure in the microscope. Replica films may be formed of any material suitable for vacuum evaporation. Metal atoms in general tend to stick where they strike, moving only short distances, 100 Å or less, to nucleating centers where they form small crystallites. Oxides such as silica and silicon monoxide, and also the semi-metal germanium, form amorphous films. A portion of the incident material, about 50% in the case of silica, migrates large distances, 5000 Å or more, before finally condensing; the remainder sticks where it first strikes the surface.

The existence of a minimum perceptible mass thickness difference, about 0.7 µg/cm² for 50 kv electrons, results in an optimum replica mass thickness of about 10 µg/cm². The resolution of the replica film is proportional to its linear thickness and hence is inversely proportional to its density. Micrographs of silica, chromium, gold-manganin, aluminum, aluminum-platinum-chromium and germanium replicas are shown. The importance of stereoscopic methods in interpretation of micrographs is discussed.

The basic purpose of micrography of surfaces is to exhibit structural topography. Present day electron microscopes are transmission-type instruments. Practical limitations of experimental technique establish a voltage of the order of 50 kv as the most useful accelerating potential for the electrons used for illumination. In bright field transmission microscopy, the image consists of a field with local variations of intensity produced because the object has partially absorbed, or scattered, the incident radiation. In electron imaging scattering is the predominant factor, limiting direct examination to objects whose mass thickness does not exceed about 50 µg/cm².* Thicker specimens can be examined only in profile.

Optical microscopy of surfaces is concerned with their appearance as seen by reflected light, the counterpart of which is not practicable with electrons. The electron microscopist has therefore devised means of transferring surface structural details to thin films called replicas.² These films must present to the electron beam locally varying thickness corresponding to the surface details. A simple type is the plastic replica³ consisting of an appropriately thin plastic film stripped from the surface. A second type

---

* Some microscopes provide a range of accelerating potentials, up to 100 kv or more, permitting direct examination of thicker objects.

is the oxide film, produced by controlled oxidation of the surface when it is aluminum or another suitable metal. For other materials, a pressure mold of the surface in pure aluminum may be utilized as an intermediate replica in a two-step process. A third type is the silica replica, produced by the condensation of silica vaporized by a hot source in vacuo, either on the surface in a one-step, or on a plastic mold of the surface in a two-step, process. A fourth type is the shadow-cast plastic replica, produced by similar deposition of a suitable metal at near-glancing incidence upon a plastic replica.

The purpose of this paper is to discuss the process of evaporated film formation as it is related to properties important in microscopy. The resolution and range of contrast available in the finished micrograph determine the faithfulness with which the original surface is depicted, and depend on the relative orientation of the surface, vapor source, and electron beam, on the density and average thickness of the replica, and on the mechanism of condensation. In principle, it is pointed out that any material of suitable physical and chemical properties may be used for evaporated replica films, and a number of examples are shown in micrographs. Inorganic replica films retain the third or vertical dimension, a fundamental advantage which permits stereoscopic study. The material presented perhaps provides a unified view of replication techniques and a method for the evaluation of micrographs relative to the faithfulness of portrayal of the original surface.

1. LOCAL THICKNESS OF CONDENSED MATERIAL

Figure 1 illustrates how the thickness $t_e$ in the direction of the electron beam is dependent on the local surface normal $n$. The thickness $t_a$ in the direction of the atom source is constant, depending only on the amount of material reaching the surface. The thicknesses due to two or more sources obviously may be vectorially added, and hence an arbitrary assembly of sources may be replaced by a single source properly located, since each yields the same thickness distribution on the surface $S$. A simple analogy is the shading produced when ordinary objects are illuminated by direct light. It is clear that atom source and electron beam must differ in direction for shading to occur. The atoms or molecules of some materials, notably silica and silicon monoxide, do not all stick where they strike, but some wander over the surface as a "two-dimensional gas" before condensing. This

---

results in a somewhat different shading distribution. The distributions are mathematically formulated in Appendix I.

1.1 Shadows

In certain regions the local surface is not exposed to the source, resulting in "shadows" within which \( t_e \) is zero. These shadows are bounded by two lines, the shadow-casting profile and the shadow edge. The shape of the shadow edge depends both on the shadow profile and on the topography in the vicinity of the edge and in consequence interpretation of shadowing is difficult unless one of the surfaces is smooth.\(^{10}\) With multiple or extended sources, partial shadows and shading due to partial shadowing occur.

1.12 Negative shadows

There may be other regions of the surface which are exposed to the atom source, but not to the subsequently incident electron beam. When the replica film is mounted in the microscope, these regions appear reentrant to the electron beam, which must pass through three rather than one layer of replica. These regions appear as very lightly exposed areas in micrographs, and since they are essentially "negative shadows" are subject to the same considerations of shape and interpretation as ordinary shadows.

2. Intrinsic Resolution of Replica Films

In the vicinity of a sharp change in surface gradient, the local thickness \( t_e \) does not change abruptly, but the change occurs over a short distance \( d \) as illustrated in Fig. 2. A mathematical formulation for this intrinsic resolution \( d \) is given in Appendix II, with some detailed discussion. Intrinsic resolution varies locally over the surface, dependent on the geometrical relationship between atom source, electron beam, and local surface topography. Observable resolution includes also instrumental resolution and contrast factors. Except at shadow boundaries it is probably never less than \( \frac{1}{2} t_e \), where \( t_e \) is the average value of \( t_e \), and perhaps may be as poor as several times \( \frac{1}{2} t_e \). Shadow profiles and edges often show short lengths of extreme sharpness. The resolution across these portions of shadows may often be assumed to be the instrumental resolution. The reasons for this are developed in the Appendix.

2.1 Effect of Film Thickness

The average linear thickness \( t_e \) is a factor in the expressions for resolution. To reduce \( d \) and thereby improve the resolution, the most effective method is to reduce \( t_e \). With a given material, as the replica film is made thinner, the contrast is reduced also, so that, just as in photography a feature that is visible in a properly exposed negative may be lost in a thin negative, some features may not be replicated with sufficient contrast to be detectable. For 50 kv electrons, the optimum average thickness of a replica lies between 5 and 10 \( \mu \)g/cm\(^2\). This is 7–15 times the minimum perceptible thickness.
difference, a rule applicable for electrons of any energy. The local thickness of the replica varies from a fraction of to several times its average thickness, and a replica of near optimum thickness provides a range of 20–40 detectably different shades of contrast. Although for special purposes a replica film may be made thinner or thicker, usually the average thickness should be selected in the optimum range. The resolution is then determined by its density, or more precisely, by its electron scattering power. Because the denser materials are composed of elements of higher atomic number which are more efficient scatters, scattering power tends to increase rather faster than density, but the difference is not sufficiently great to invalidate for

<table>
<thead>
<tr>
<th>Film Material</th>
<th>Density</th>
<th>( \frac{\lambda}{\mu} )</th>
<th>Resolution ( \frac{\lambda}{\mu} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plastic</td>
<td>1</td>
<td>1000 Å</td>
<td>500 Å*</td>
</tr>
<tr>
<td>Silicon</td>
<td>2.4</td>
<td>416</td>
<td>208</td>
</tr>
<tr>
<td>Silica (Silicon Monoxide)</td>
<td>2.5</td>
<td>400</td>
<td>200</td>
</tr>
<tr>
<td>Aluminum</td>
<td>2.7</td>
<td>370</td>
<td>165</td>
</tr>
<tr>
<td>Aluminum oxide</td>
<td>3.7</td>
<td>270</td>
<td>135</td>
</tr>
<tr>
<td>Germanium</td>
<td>5.4</td>
<td>185</td>
<td>92</td>
</tr>
<tr>
<td>Chromium</td>
<td>6.9</td>
<td>144</td>
<td>72</td>
</tr>
<tr>
<td>Gold 50%, Manganese 50%</td>
<td>14</td>
<td>72</td>
<td>36</td>
</tr>
<tr>
<td>Gold 67%, Manganese 33%</td>
<td>16</td>
<td>62</td>
<td>31</td>
</tr>
<tr>
<td>Uranium</td>
<td>18.7</td>
<td>50</td>
<td>25***</td>
</tr>
<tr>
<td>Gold</td>
<td>19.5</td>
<td>50</td>
<td>25</td>
</tr>
<tr>
<td>Platinum</td>
<td>21.5</td>
<td>44</td>
<td>22</td>
</tr>
</tbody>
</table>

* Included for comparison only.
** By volume.
*** On exposure to air, \( U \) oxidizes.

the present purposes the assumption that the two are proportional. The existence of an optimum average mass thickness then implies that intrinsic resolution of replica films is inversely proportional to the density of the material of which they are composed.

Table I presents a comparison of the resolutions associated with various materials, based on the assumption that the resolution is \( \frac{\lambda}{\mu} \). As discussed above, this is about the best observable resolution, for favorable topographic features. The resolution of plastic films is not susceptible to calculation, and is probably greater than indicated. The resolutions of evaporated films decrease from about 200 Å for silicon and silica to about 25 Å for the very heavy metals. However, it is difficult to process the exceedingly thin films of these metals particularly if they recrystallize as does gold. Although

gold-manganin films are only slightly thicker, they are not particularly difficult to process, especially if 500-mesh supporting screen is used.

2.2 Granularity

Resolution is also affected by the short-range migration which culminates in recrystallization of many metallic films. If the crystallite size is smaller than the resolution, i.e. less than \( \frac{1}{2}d \), this effect is not too important, even though the granularity may be objectionable at high magnification from an esthetic viewpoint. A fairly extreme example of recrystallization is shown by the aluminum replica in Fig. 9.

A second source of granularity is due to properties of plastics when plastic molds are used as intermediate replicas. Because plastic molecules are large, and because they associate into domains, the plastic surface is actually granular on a scale of the order of 100 Å. Plastic granularity is not observed in silica replicas because of insufficient resolution, but it becomes very evident in shadow-cast replicas on account of the near-glancing incidence of the shadowing material. The occurrence of granularity due to this cause in replica films of denser materials is an indication of their good resolution. Since this granularity is real on the plastic surface, it shows clearly the azimuth of the incident atom beam, whereas granularity due to recrystallization shows no directional effect.

3. Experimental Observations

The foregoing material presents a rather idealized picture of the process of replica film formation by condensation of inorganic substances evaporated under good vacuum, i.e. at pressures preferably less than \( 10^{-5} \) mm, and certainly not greater than \( 10^{-4} \) mm of mercury. Subsequent to film formation in the vacuum, it must be subjected to gross physical and chemical processing to prepare it for electron microscopic examination. It must be exposed to air, which may cause oxidation. Uranium films, for example, appear to oxidize completely, and it is believed that SiO films oxidize to SiO2. Most metal films yield good electron diffraction patterns characteristic of the metal, although this does not preclude the possibility of surface oxidation, since the oxides are usually amorphous and diffuse rings due to thin oxide layers would be difficult to detect. Then the films must be sepa-

---

rated from the surface replicated, usually by dissolution of the latter. This process subjects the film to considerable strain. Finally it must be removed from the solvent, usually on a piece of 200-mesh screen, rinsed at least once, and finally allowed to dry. It is not surprising that films sometimes exhibit cracks and holes. Stereoscopic examination of good replicas show that despite all the processing violence, a faithful picture of surface topography is obtained, at least for features up to a few microns in size.

The nature of silica condensation is indicated by the micrographs of Fig. 3, of a silica replica of particles of an alkaline earth carbonate. These were dispersed on a plastic-coated microscope slide, and silica evaporated at
\( \theta_a = 60^\circ \). The plastic film was then "floated off" on water and picked up on 200-mesh screen; the plastic and particles were successively dissolved, leaving the silica replica.† The micrographs clearly show (a) shadow-edges and (b) a film in the shadows. The enlargement shows a shadow within which there exists a hole in the film and replication of completely shadowed particles by the diffusing component. It follows from (a) that a part of the incident material must stick where it strikes, and from (b) that a part must diffuse into the shadows, somewhat in the manner diagrammatically illustrated in Fig. 4. Densitometer traces through shadow edges show that the film thins down a little as the edge is approached from the unshadowed region, drops more or less abruptly at the edge, and continues to thin down within the shadow as illustrated. Now the diffusing part must finally con-

![Diagram illustrating diffusion of silica into shadowed regions.](image)

dense, and it is natural to assume that at each collision with the surface the probability of sticking is \( \alpha \), and of diffusing is \( (1 - \alpha) \), and that the average molecule travels between collisions a small distance. Analysis of densitometer curves on these assumptions leads to a value of \( \alpha \) of about \( \frac{1}{3} \), and a range of about \( \frac{1}{2} \) \( \mu \), with a rather wide spread of values.\(^{18} \) However, these assumptions would require the film to be vanishingly thin at distances more than 3 \( \mu \) from the shadow-edge. In fact, an extremely thin film is found at even greater distances. The probability of sticking upon collision, and the distance a molecule moves as a two-dimensional gas molecule between collisions with the surface, thus must be assumed to depend on such factors as angle of impingement, energy of molecule, and perhaps the nature of the surface. This latter initially is a plastic, probably covered

† In particle study, a second evaporation of silica 180° in azimuth from the first produces a "thin-shell" replica more suitable for stereoscopic study of the particles.

with adsorbed gas, and later during the deposition is freshly condensed silica. Films are also found in shadows of replicas made of other materials such as silicon monoxide, germanium, gold-manganin, and even chromium. Whether the interpretation should always be the same as for silica, or whether in some cases the diffusing component is different from the sticking component, is uncertain.

A high degree of contrast is commonly attributed to silica replicas, which are supposedly deposited at near-normal incidence. In the writer's experience, distortion of the conical-tungsten-basket silica evaporator often results in values of $\theta_a$ greater than $10^\circ$. If normal incidence, characterized by absence of shadows, is actually attained, the resulting replica exhibits poor contrast unless steep slopes are present. An example is shown in Fig. 5, in which difference in contrast due to the fact that $\theta_a$ differs for the two pictures of the pair by approximately $8^\circ$, the stereoscopic angle, is evident. Note that the shadow in the surface feature in the center of the grain at the right is more pronounced in the left-hand picture which shows the greater contrast. The replica is from the surface of a thermistor flake, sintered briefly at 1425°C.

Figure 6 is from a silica replica about 400 Å thick, of a portion of the surface of a thermistor disk sintered 6 hrs. at 1175°C. The white line is 0.1 μ long. The striations show a minimum separation of about 250 Å, and the character of the shading indicates that this is near the limit of resolution of the micrograph, about 200 Å (Table I). Higher resolutions claimed by others are probably due either to shadow effects, to special situations on the sides of steep slopes, or perhaps to the use of extremely thin replicas.

Fig. 5—Silica replica of natural surface of thermistor flake heated to 1425°C. Note difference in contrast between the two pictures of the stereogram.
The natural surfaces of sintered thermistor flakes, prepared by heating in air thin (10 μ) sheets of a mixture of NiO and Mn₂O₃ powders, exhibit well defined planes of sizes suitable for electron micrographic study.\(^\text{19}\) Flakes sintered briefly at 1175°C were selected as suitable objects for experimental study of replication. They were molded into the surface of lucite blocks at 150-160°C and 2500 lb/in². They were then dissolved in HCl,\(^\S\) and replica films deposited on the plastic molds at pressures not greater than \(10^{-4}\) mm (usually about \(2 \times 10^{-5}\) mm). The replica surface was then scored into small (about 1.5 mm) squares and immersed in ethyl bromide.\(^\parallel\) In a few minutes the replica films drift free and are then “fished” from the solvent.


\(^{\S}\) A one-step process was precluded because some of the replicating materials are soluble in HCl.

\(^{\parallel}\) Ethyl bromide is not a good solvent for lucite, while chloroform is. Extended tests have produced better results when a poor solvent, which perhaps frees the replica by creeping between it and the plastic mold without appreciable dissolution, is used.
on pieces of 200- or 500-mesh screen. After drying, the screen is immersed in chloroform to remove the last traces of plastic, and is then ready for electron microscope use.

The electron micrographs of Figs. 7–11 are presented as stereoscopic pairs and enlargements of selected areas, the scale being given by dark lines of 1 μ length. Figure 7 is a micrograph from a chromium replica\(^*\) for which

\[ \ell_e = 100 \, \text{Å}, \theta_a = 30^\circ \]

The shadows show that the azimuth of incidence was to the right at about 30° above the horizontal. The granularity evident in the enlargement shows evidence of this direction, and may be ascribed to plastic granularity, except for a few of the larger hills or pits which are

\[ \ell_e = 100 \, \text{Å}, \theta_a = 30^\circ \]


This paper, which appeared while the present paper was in preparation, exhibits micrographs of chromium and other metallic replicas of surfaces of crystals grown from solution. The characteristic surface structures reported are in some ways similar to those of the sintered thermistor flakes here shown.
probably due to features of the original surface. Resolution ranges upward from about 50 Å.

The detection of films in shadows is difficult when these films are so thin as to approach the minimum perceptible thickness difference. The film may be flawless and present, or ruptured during processing and completely eliminated, and the difference between these two conditions is difficult to discern. Only when structure or edges due to partial rupture appear is it easily detectable. Some shadows in the replica from which Fig. 7 was made showed such a film, which was estimated to be less than 10 Å in thickness, but in most of the shadows no evidence of a film could be seen.

A chromium replica produced by two evaporations, from azimuths 90° apart, was the subject of the micrograph of Fig. 8. This replica was not washed in chloroform, which accounts for the presence of the residual plastic rings. This particular micrograph was selected to show the partial

Fig. 8—Chromium replica \( (h_e = 150\text{Å}, \theta_e = 30^\circ) \) produced by two evaporations differing in azimuth by 90°. Region within the circle shows partial shadows.
shadowing effect shown clearly in the enlargement, but is not suitable for
determination of resolution or exhibition of plastic granularity on account
of the slightly imperfect focus, noticeable in the enlargement. Because the
replica was about 150 Å thick, this granularity was scarcely evident even in
a perfectly focused micrograph, from which the resolution was estimated as
ranging upward from about 100 Å. It should be observed that the direction
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**Fig. 9**—Aluminum replica ($l_r = 180\text{Å}$, $\theta_r = 30^\circ$) showing granularity due to recrystallization. Local curling of replica has resulted in “negative shadows” in upper left region of stereogram. Resolution about 100Å.

of maximum contrast in shading is as if a single source were toward the
lower right, about midway between the two actual sources whose azimuths
can be determined in the stereogram.

The appearance of a micrograph of a replica which has undergone re-
crystallization on a scale comparable to $l_r$ is shown in Fig. 9. The replica was
of aluminum; $l_r$ was about 180 Å, the lower limit of the optimum range;
$\theta_r$ was 30°. The non-directional character of the granularity is evident. The
micrograph selected shows an area near a torn edge which has curled up-
ward, thus tilting the replica to various angles. In the extreme upper left, this tilt produces negative shadows, regions where the electrons pass through three thicknesses of replica. In none of the more usual positive shadows observed in other parts of the replica was any film observed, or in a replica twice as thick also studied. The conclusion is that aluminum does not diffuse. It is tempting to speculate that the short-range forces responsible
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Fig. 10—Gold-manganin replica \( (i_e = 150\text{Å}, \theta_a = 20^\circ) \). Resolution about 100Å. Replica is much thicker than optimum. A film in the shadow, clearly evident in the original micrograph, does not show except for two whitish areas where it has torn and curled.

for recrystallization do not permit diffusion and, that when diffusion does occur with materials such as chromium, it is due to some other component such as an oxide. Resolution, although complicated by the granular structure, appears to be about 100 Å.

The micrograph of Fig. 10 is from a gold-manganin replica, produced by simultaneous evaporation of two volumes of gold and one of manganin (alloy, 84% Cu, 12% Mn, 4% Ni) at \( \theta_a = 20^\circ \). The total thickness was about 150 Å, so mass thickness, about 24 \( \mu g/cm^2 \), was much greater than the
optimum. Crystallite size is probably less than 50 Å. As in Fig. 10, the granularity is probably due to plastic. A thin, torn film appears in the shadow. From the extreme sharpness of a portion of one edge of the shadow, although slightly complicated by granularity, one concludes that instrumental resolution is better than 50 Å. Replica resolution is about 100 Å. Despite the smaller value of $\theta_a$, the thick replica provides a greater range of tone values, as compared with Fig. 7, although this may not be evident in the reproductions.

Figure 11 shows a micrograph from a composite replica of aluminum, platinum, and chromium. Aluminum and platinum were simultaneously evaporated from a tungsten wire which burned out before the evaporation was complete. If all the aluminum evaporated before the platinum, its thickness was about 50 Å. The amount of Pt is problematical, but the chromium, evaporated after the tungsten wire was replaced, had a thickness of about 100 Å. The same angle, $\theta_a = 30^\circ$, was used in the two evaporations.
The granularity barely discernible in the enlargement, which again shows a slight imperfection in focusing, is attributable to plastic. Resolution is perhaps 100 Å.

Metallic film replicas could easily be used to replicate surfaces in sealed-off tubes. For example, chromium can be plated on a tungsten wire which is suitably mounted in the tube, and thoroughly outgassed during pumping, the surface to be replicated being shielded from the Cr source during the process. Later it is evaporated to form the replica. As an illustration, Fig. 12 is from a Cr replica of the activated surface of an oxide-coated cathode. It was actually prepared by evaporation at a pressure of $2 \times 10^{-6}$ mm and not in a sealed-off tube, but the suggested technique is certainly practicable. No films were observed in shadows in this replica, which was less than 100 Å thick with $\theta_a = 30^\circ$. However, the film was very flimsy and exhibited a large number of cracks, usually originating in shadows (e.g., the elongated black area). The film was freed from the surface by dissolving the oxide in dilute acid; since no plastic mold was involved, the fine scale features are characteristic of the oxide surface. The whitish areas (near bottom) are due to some impurity in the oxide redeposited on the replica, probably silica from the ball-milling process to which the original barium carbonate powder had been subjected. Replica resolution is perhaps 100 Å, although suitable features to test higher resolving power are not present. Shadow edges indicate instrumental resolution less than 50 Å.

In Figs. 13 and 14 the use of germanium as a replicating material is illustrated. Germanium is easily evaporated from a conical carbon crucible supported and heated by a conical helix of tungsten. As in the case of silica and silicon monoxide, the thickness of the resulting film is only roughly known. For the replica of Fig. 13, 2 mg of Ge at 8 cm distance, $\theta_a = 30^\circ$,
was used, and $l_e$ is estimated to lie between 200 and 300 Å. For that of Fig. 14, 1 mg at 8 cm with $\theta_a = 35^\circ$ was used and $l_e$, between 100 and 150 Å, is in the optimum thickness range. The micrograph has the appearance of a correctly exposed photographic negative, whereas Fig. 13 resembles an over-exposed negative. Since germanium films are amorphous unless heated to temperatures higher than 300°C, the fine structure is perhaps due to plastic granularity, although some features are probably real in the thermistor flake surface. Resolutions are perhaps 150 Å (Fig. 13) and 75 Å (Fig. 14). A film clearly appears in the shadow in Fig. 14. Germanium shadow films are relatively thinner than silica, indicating that $\alpha$ is greater than 0.5 (perhaps 0.7 to 0.8), but thicker than chromium or gold-manganin shadow films.

Germanium has many advantages as a replicating material. It is easily
evaporated; the films are substantially amorphous; they are fully as rugged as silica films in processing and, in contrast to silica films, are easily seen during the “fishing” part of this procedure. Because they are conducting and do not tend to charge up in the microscope, germanium films are more stable than silica. Finally, and most important, because germanium is twice as dense as silica, the intrinsic resolution (Table I) is better by a factor of two. Many of these remarks apply also to chromium and gold-manganin replicas; however, they are not amorphous and are less rugged in processing, even though they are perhaps even more stable in the microscope. Stereoscopic pairs from germanium replicas are not shown only because it is desired to present the more extensive enlargements of Figs. 13 and 14.

![Germanium replica](image)

*Fig. 14—Germanium replica ($t_r \approx 150\AA, \theta_o = 35^\circ$) of near optimum thickness. Resolution about 75\AA. Ruptured film evident in shadow.*
Figure 15 shows electron diffraction patterns obtained from the several replica films, indicating that crystallite size ranges from greater than 100 Å for aluminum down to almost amorphous for germanium and amorphous for silica.

Fig. 15—Electron diffraction patterns of evaporated materials, in order of decreasing crystallite size. The aluminum pattern is due to crystallites of about 100Å. The gold-manganin pattern shows at least two sharp rings not due to gold and diffuse bands due to very small crystallites with the structure of gold. The chromium pattern is due to very small crystallites of Cr. The pattern of a germanium replica film after heating in air to 390° shows partial recrystallization, with rings due to quite small crystallites superposed on the amorphous pattern of the Ge as evaporated.

4. INTERPRETATION OF MICROGRAPHS OF REPLICAS

The electron image pattern due to the replica is reproduced by the exposure of a photographic plate. The complex problems associated with photographic reproduction cannot be discussed here. For a number of reasons, blackening of the plate is not linearly related to replica film thickness. The number of electrons scattered out of the beam is proportional to thickness only as a first approximation, the blackening vs. exposure curve of the plate is not linear, and there is also a roughly uniform background due to inelastically scattered electrons. At the lower electronic magnifications, field distortion is also a factor affecting local intensity in the electron image. Furthermore, the geometrical relation between the electron beam incident upon the thin mesh-supported film and the atom-beam is usually not known accurately, and indeed may vary locally over the replica in the manner of which Fig. 9 is an extreme example. In con-

* Ref. 1, ch. 19 or ref. 7, p. 541.
sequence of these factors, *the precise interpretation of density variations in micrographs is not practicable.* Also many replicas contain artifacts, i.e., features in the micrograph not due to the original surface, but introduced somewhere in the processing. Recrystallization, plastic granularity, specks of dirt or other foreign material, tears in the replica films, and defects in the photographic emulsion are examples of artifacts. Few micrographs are completely free of these effects.

The interpretation of micrographs therefore has as its object not so much a detailed topographical map of the surface, but rather its characteristic features, repeated in many micrographs. For example, the micrographs presented show that sintered NiO-MnO_2_ flakes develop grains with extensive crystallographic planar surfaces but that thick disks develop a striated or hill-and-valley surface structure on individual crystallites. In both cases the structure is very compact, pores between grains being almost non-existent. (Incidentally, these materials can be subjected to a heating cycle in which pores are a predominant feature.) Naturally, the greater the range of contrast and the better the resolution, the more surely can characteristic features on an exceedingly fine scale be detected. In general, the method of replication which portrays best the characteristic features under study should be selected. Even in the study of a single material, more than one method may be desirable. For example, a porous structure is probably most easily reproduced by a silica replica using the two-step process, on account of the fact that the diffusing component forms films over reentrant regions not exposed directly to the source; but fine surface detail might best be revealed by a germanium or chromium replica using the one-step process.

5. Stereoscopy

Electron microscopy has a fundamental advantage in that, because of great depth of focus, stereoscopic study of surfaces at high magnification is possible. This advantage is sometimes indispensable; for example, porous structures result in complex micrograms which can be understood only by stereograms. More generally, *stereographic portrayal, by fully delineating surface topography, achieves the chief purpose of microscopy and makes unnecessary the precise interpretation of density variations.* However, resolution and contrast are important factors in stereograms.22 It is obvious that *the replica must retain the third dimension; inorganic replicas in general do,* but thin film plastic replicas, unless heavily shadow-cast to make them effectively inorganic, change under the electron bombardment and draw down to a planar film of variable thickness.23

Many artifacts are also detectable by stereoscopy. Since two pictures of the same field are available, photographic emulsion flaws are readily detected. The three-dimensional view also helps to identify many other artifacts, such as foreign material present on the replica or local wrinkling of the replica film.

Unfortunately, half-tone reproductions are not suitable for stereograms, because half-tone detail is objectionably enlarged by the viewing stereoscope. Despite this, some idea of the value of stereograms may be obtained from the figures.

**Conclusions**

A unified picture of replication by evaporated films has been presented. Thin-film replicas may be made by any material which can be evaporated in vacuo and whose physical and chemical properties are suitable. For good contrast, a considerable angle should separate the directions of incidence of atom- and electron-beams. The intrinsic resolution of the replica is about half the film thickness and is therefore inversely proportional to the density of the replicating material. Multiple point sources and sources of extended area are equivalent from a shading standpoint to a single point source properly placed. The oxides SiO and SiO$_2$, and presumably many others, form amorphous films, whereas the metals tend to recrystallize although the crystallite size may be less than 50 Å for some metals. Germanium, a semi-metal, forms an amorphous film. Although not dense compared to the heavy metals, it is more than twice as dense as SiO$_2$, and should be valuable as a replicating material because it combines electrical conductivity and high resolving power in an amorphous film and is chemically rather inert. Among the metals, chromium appears to be the most generally useful replicating material. Gold-manganin has sufficiently small crystallite size for many purposes, and is very easy to evaporate. The platinum group suffers from the disadvantage of being very difficult to evaporate.

Finally, all inorganic replica films studied retain the third dimension. Electron stereo-micrograms may be used to reveal three-dimensional topography, largely eliminating the need for correlation of photographic density variations with the surface structure.

**APPENDIX I**

**CONTRAST IN REPLICATED FILMS**

(a) Local Thickness When Every Atom Sticks Where It Strikes.

Referring to Fig. 1, it is evident that:

\[ t_e = t_a \frac{\mathbf{a} \cdot \mathbf{n}}{\mathbf{i} \cdot \mathbf{n}} = t_a \cos \theta_a (1 + \tan \theta_a \cos \varphi_a \tan \theta \cos \varphi). \]  \(1\)
When the principal azimuth is defined by the plane containing $a$ and $i$, 
\[ \cos \varphi_a = \pm 1, \] and, as illustrated, \( \cos \varphi_a = -1 \). With more than one source, in directions $a_1, a_2 \cdots a_m$:
\[ t_e = \frac{(l_{a_1} a_1 + l_{a_2} a_2 + \cdots + l_{am} a_m) \cdot n}{i \cdot n} \]  
and the mass thickness is given by
\[ \rho_{a'\epsilon} = \left( \sum_{j=1}^{m} \frac{\rho_j t_{aj} a_j \cdot n}{i \cdot n} \right) \]  
where \( \rho_j \) is the density of the material deposited by the source \( l_{aj} a_j \), and \( \rho_a \) is determined by the equation \( \rho_a t_{aj} a_j = \sum_{j=1}^{m} \rho_j t_{aj} a_j \), which defines the equivalent single source. The distribution of mass thickness of any evaporated film, when atoms stick where they strike, is therefore given by eq. 1, with values \( \theta_a, \varphi_a \) determined by the distribution of sources. The replica may be called an incidence-shaded replica.

(b) Calculated Thickness When a Fraction of the Incident Atoms Diffuses Over the Surface

Figure 3 has shown that, in the case of silica, a fraction \( \alpha \) of the impinging molecules stick where they first strike, the remainder diffusing. If the latter condense into a film of uniform thickness normal to the local surface, the shading equation becomes
\[ t_o = t_a \cos \theta_a \left[ \alpha \left( 1 + \tan \theta_a \cos \varphi_a \tan \theta \cos \varphi \right) + (1 - \alpha) \frac{A_0}{A} \cdot \frac{1}{\cos \theta} \right] \]  
where \( A \) is the total surface area and \( A_0 \) its projection on the \( jk \) plane (Fig. 1). Many other materials, and in particular silicon monoxide and germanium, condense likewise with values of \( \alpha \) less than unity.

The assumption of uniform local thickness for the diffusing component is not quite correct. More strictly, \( A_0/A \) in eq. 4 should be evaluated over areas of the order of the square of the range (\( \frac{1}{2} \mu \)). Since the range is large compared to the resolution, and since \( A_0/A \) can only be estimated in any event, this refinement is of little value. It has been suggested\(^9\) that diffusing silica has a higher probability of condensing in regions of change of gradient. This suggestion is difficult to sustain theoretically; further, observations upon thin shell replicas such as those of Fig. 3 have tended to indicate almost-uniform condensation.

(c) Replica Contrast as Determined by Relative Thickness vs. Colatitude Angle Curves

In any photographic presentation, two densities are detectably different
only if they differ by some small fraction on the density scale. Correspondingly, a finite difference in \( t_e \) is required. For 50 kv electrons, the minimum perceptible contrast difference is produced by a mass thickness difference of about 0.7 \( \mu g/cm^2 \). By plotting eq. (4) for particular choices of \( \theta_0, \varphi_a \) and assumed values of \( \alpha \) and \( A_0/A \), the geometrical conditions required to pro-
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Fig. 16—Contrast-determining curves. (1) \( \theta_0 = 30^\circ \), every atom sticks where it strikes. (2) \( \theta_0 = 0^\circ \), half the atoms diffuse. (3) \( \theta_0 = 30^\circ \), half the atoms diffuse. (4) \( \theta_0 = 0^\circ \), all atoms diffuse over surface.

duce detectable differences in shading can be displayed. To make the curves more general, relative thickness rather than \( t_e \) is plotted in Fig. 16 for azimuth \( \varphi_a = 0 \). The four curves are, respectively, for

(1) \( \theta_0 = 30^\circ \), \( \alpha = 1 \),
(2) \( \theta_0 = 0^\circ \), \( \alpha = \frac{1}{2} \),
(3) \( \theta_0 = 30^\circ \), \( \alpha = \frac{1}{3} \),
(4) \( \theta_0 = 0^\circ \), \( \alpha = 0 \).

\( A_0/A \) has been chosen as 0.833.

Let us assume that \( \rho t_e \) when \( \theta = 0 \) is 7 \( \mu g/cm^2 \). Then a thickness difference of 0.1 on the ordinate scale is barely perceptible. For incidence shading,
curve (1) shows that two adjacent planes differing in colatitude angle by not less than 7° in the azimuth of incidence are detectable. For pure diffusion shading,* curve (4) shows that considerably larger differences in angle are required near θ = 0; moreover, planes differing by large angles but symmetrical with respect to the electron beam yield the same t_e and hence, if adjacent, cannot be detected. This difference between diffusion and incidence shading is even more pronounced, because curve (4) is independent of azimuth, whereas for curve (1), \(1 - t_e/t_e(θ=0)\) is proportional to \(\cos φ\). Although this introduces very low contrast in azimuths near \(φ = 90°\), and also the possibility that two adjacent planes differing considerably in azimuth may yield the same density, incidence shading remains in general more favorable for portrayal of surface topography.

The intermediate curves (2) and (3) for \(α = \frac{1}{2}\) correspond to the case of condensation of silica at \(θ_a = 0°\) and 30° respectively. It is evident that, at normal incidence, appreciable contrast occurs only on the steeper slopes (\(θ > 45°\)), and that incidence at an angle is much to be preferred for general surface portrayal.

APPENDIX II
RESOLUTION OF REPLICA FILMS

a) Incidence Shading

Figure 2 (a) shows, for the case of pure incidence shading, the replica film formed at the intersection of two surfacial planes with normals \(\mathbf{n}_1\) and \(\mathbf{n}_2\). The distance \(d\) over which the thickness changes from \(t_{a1}\) to \(t_{a2}\) is

\[d = t_a \sin θ_a.\tag{5}\]

The figure is drawn for the case \(φ_2 = 0, φ_1 = π\). More generally, if \(β\) is the azimuth of the line of intersection of the planes, it may be shown that

\[d = t_a \sin θ_a | \sin β |.\tag{6}\]

The angle \(β\) is easily measured on a micrograph.

In vector notation,

\[d = t_a \left| \frac{(\mathbf{n}_1 × \mathbf{n}_2) × \mathbf{i}}{|(\mathbf{n}_1 × \mathbf{n}_2) × \mathbf{i}|} \cdot \mathbf{a} \right|\]

Or, in polar coordinates,

\[d = t_a \sin θ_a \frac{| \tan θ_1 \cos φ_1 - \tan θ_2 \cos φ_2 |}{(\tan^2 θ_1 + \tan^2 θ_2 - 2 \tan θ_1 \tan θ_2 \cos (φ_2 - φ_1))^\frac{1}{2}}\]

* Aluminum or other oxide replica films formed by surface oxidation presumably correspond closely to the case \(α = 0\), which does not occur in evaporated films.
Using eq. (1)
\[
d = \left| \frac{t_{e1} - t_{e2}}{\tan^2 \theta_1 + \tan^2 \theta_2 - 2 \tan \theta_1 \tan \theta_2 \cos (\varphi_2 - \varphi_1)} \right|^4 \tag{7}
\]
For a given replica film the intrinsic resolution $d$ varies simply as the sine of the azimuth of the line of intersection. For example, if $\theta_a = 30^\circ$, $d$ varies from $\frac{1}{2}t_e$ down to zero. But observable resolution is closely connected with contrast, as is indicated by eq. (7). One could not hope to observe good resolution if present, unless the thickness difference were at least two or three times the minimum perceptible thickness difference. In micrographs, because of the greater contrast characteristic of the azimuth $\beta \approx 90^\circ$, the resolution always appears best in the vicinity of the plane of incidence of the atom beam. The average thickness in the direction of the electron beam is $\bar{t_e} = t_a \cos \theta_a$ and hence:
\[
d = \bar{t_e} \tan \theta_a \left| \sin \beta \right| \tag{8}
\]
For $\theta_a = 30^\circ$, $\sin \beta = 1$, $d = 0.577 \bar{t_e}$. If an attempt is made to improve resolution by decreasing $\theta_a$, contrast is again reduced. It may be concluded that the observable intrinsic resolution of an incidence-shaded replica film is not less than half the average thickness $\bar{t_e}$.

b) Diffusion and Combined Shading

With pure diffusion shading,
\[
d = t_n \left[ \sin^2 \theta_1 + \sin^2 \theta_2 - 2 \sin \theta_1 \sin \theta_2 \cos (\varphi_2 - \varphi_1) \right]^4 \tag{9}
\]
Figure 2(b) illustrates this case for $\varphi_1 = \varphi_2 + \pi$. From eq. (4), for $\alpha = 0$, $| t_{e1} - t_{e2} | = t_n \left| \frac{1}{\cos \theta_1} - \frac{1}{\cos \theta_2} \right|$, since $t_n = t_a \cos \theta_a \frac{A_0}{A}$. Study of these two equations, for resolution and contrast respectively, shows that resolution is highly dependent on the relation of the local directions $\eta_1$ and $\eta_2$ to the incident electron beam: Values of $d$ observable from a contrast standpoint frequently exceed $\bar{t_e}$, and are less than $\frac{1}{2}\bar{t_e}$ only when the two intersecting planes are fairly steep ($\theta_1$ and $\theta_2 > 60^\circ$) and are not too far apart in azimuth ($\varphi_2 \approx \varphi_1$). Hence the above conclusion also applies to pure diffusion shading, and consequently to combined shading such as that of a silica replica, except possibly for special situations on steep slopes.

c) Shadow-edges

Shadow-edges are always due to the atoms that stick where they first strike, even though, as in the case of silica, part of the condensing material diffuses over the surface. Figure 17 illustrates the formation of a shadow-
edge by an obstacle of height $h$, whose profile is normal to the plane of the paper. From a point source, Fig. 17(a), the resolution is $d = l_a \sin \theta_a = l_a \tan \theta_a$. More generally, if the profile makes an angle $\beta$ with the plane of the paper, one obtains $d = l_a \tan \theta_a \sin \beta$, identical with eq. (8). But now, because the contrast is large, the factor $|\sin \beta|$ is effective in im-

Fig. 17—Forms of shadow-edges when every atom sticks where it strikes.

proving the resolution. For example, one side of the shadow in the en-
larged micrograph of Fig. 3 is very sharp.

Actual sources are of finite size, and in the cases illustrated in Fig. 17(b) and (c) the penumbra extends over a horizontal distance $p = h \sec^2 \theta_a \tan \delta$, where $\delta$ is the angle subtended by the source. If the source were of proper geometry and uniform intensity, one could set $p = d$ to obtain a vertical shadow-edge, whose intrinsic resolution would be zero. Actual sources are neither of proper geometry nor of uniform intensity, resulting in shadow-edges such as that of Fig. 17(c). If one takes into account a profile angle
\( \beta \), and if \( h \) is so large that \( p > d \), then somewhere along the side of the profile there should be a very sharp length of shadow-edge. In Fig. 3 the sharpest length of shadow-edge is neither at top nor at bottom of the side, but in an intermediate position.

In replicas other than those of particles which are dispersed on flat substrate surfaces, the topography of the surface in the shadow region is usually not planar. In general the form of the shadow-edge is a complicated function of \( h \), of the finite source, and of the profile casting the shadow. Its intrinsic resolution may vary from large values down to nearly zero. This last fact is important since it implies that the intrinsic resolution of the sharpest portions of shadow-edges may often be assumed to be so small that the observed resolution is that of the microscope itself. These remarks also apply to shadow profiles, for which the special conditions required for extreme sharpness probably occur more frequently than for shadow-edges.

d) Total Resolution

The intrinsic resolution of the film is only part of the total resolution, which includes also the resolution of the electron microscope. This is determined theoretically by the wave-length of the electrons (about 0.05Å) and the numerical aperture of the microscope (about 0.003) as modified by lens aberrations. The theoretical value of 10 Å is seldom attained in practice because of lens imperfections associated with use of the microscope. Practically, microscope resolution usually lies in the range 30–50 Å, for the RCA type EMU microscope with which the micrographs were taken. In the \( \times 30,000 \) enlargements shown, 33 Å becomes \( 10^{-2} \) cm, just the limit of resolution of the eye. In general the resolution of the micrographs is not this good, in part because the intrinsic resolution is larger but also because it is necessary to find suitable fine-scale features to test the resolution.
A Gun for Starting Electrons Straight in a Magnetic Field

By J. R. PIERCE

In a simple electron gun consisting of a cathode and two apertured planes held at different potentials the apertures act as electron lenses. When the gun is immersed in a uniform axial magnetic field the aperture spacings and potentials can be chosen so that the emerging electrons have no radial velocities.

In 1931 Davisson and Calbick showed\(^1\) that a circular aperture in a conducting plate which separates regions with different electric gradients normal to the surfaces acts as an electron lens of focal length \(F\) given by

\[
F = \frac{4V}{V_2' - V_1'}
\]  

(1)

Here \(V\) is the potential of the plate with respect to the cathode which supplies the electrons and \(V_2'\) and \(V_1'\) are the electric gradients on the far and near sides of the aperture respectively.

When an electron beam is produced by means of a plane cathode and an opposed plane positive apertured anode, the fields about the anode aperture form a diverging lens and cause the emerging beam to spread. Sometimes this is very undesirable. A strong uniform magnetic field parallel to the direction of electron flow may be used to reduce such spreading of the beam, as well as the spreading caused by space charge and by thermal velocities.

The magnetic field does not completely overcome the widening of the beam caused by the lens action of the anode aperture, for the radial velocities which the electrons have on emerging from the aperture cause them to spiral in the magnetic field, and the beam produced is alternately narrow and broad along its length.

This paper describes an electron gun consisting of a cathode and two apertured plates together with a uniform axial magnetic field. The gun is designed so that the net lens action is zero and the electrons emerge traveling parallel to the magnetic field.

The electrode system is shown in Fig. 1. The electrons travel from the plane cathode to the aperture in plane electrode \(A_1\) in parallel lines. At \(A_1\) they receive a radial velocity approximately \(v_{r1}\), given by

\[
v_{r1} = -\frac{r}{F_1} v_1
\]  

(2)

Here \( r \) is the radial position of the electron, \( F_1 \) is the focal length of the lens at \( A_1 \), and \( v_1 \) is the longitudinal velocity at \( A_1 \).

![Diagram showing the gun consisting of a planar cathode and two apertured plane electrodes \( A_1 \) and \( A_2 \), with the spacings and the voltages with respect to cathode which are shown above.]

Fig. 1—The gun consists of a planar cathode and two apertured plane electrodes \( A_1 \) and \( A_2 \), with the spacings and the voltages with respect to cathode which are shown above.

![Diagram showing the electron path between electrodes \( A_1 \) and \( A_2 \) of Fig. 1, an electron path as seen looking parallel to the axis is a sector of a circle of angular extent \( \Phi \).]

Fig. 2—Between electrodes \( A_1 \) and \( A_2 \) of Fig. 1, an electron path as seen looking parallel to the axis is a sector of a circle of angular extent \( \Phi \).

The magnetic field strength is so adjusted as to return the electrons to the radius \( r \) at \( A_2 \). Figure 2 shows the motion of an outer electron between \( A_1 \) and \( A_2 \), seen looking along the axis. Since there is no radial electric field
between $A_1$ and $A_2$, the electron will move in a circular arc of some radius $r_1$, and at $A_2$ the radial velocity will be equal and opposite to that at $r_1$; that is, it will be $-v_{r1}$.

The change in radial velocity of the electron in passing through the aperture in $A_2$, $v_{r2}$, is

$$v_{r2} = -\frac{r}{F_2} \frac{v_2}{v_{r1}}$$

where $F_2$ is the focal length of the lens at $A_2$ and $v_2$ is the longitudinal electron velocity at $A_2$. $F_2$ is made such that

$$v_{r2} = v_{r1}$$

Hence, the radial velocity $-v_{r1}$ of the approaching electrons is overcome in passing through the aperture in $A_2$ and the electrons move parallel to the axis to the right of $A_2$.

For temperature-limited emission and small space charge, we may assume a uniform gradient between the cathode and $A_1$, and between $A_1$ and $A_2$. Further, we may use the relation

$$\frac{v_2}{v_1} = \frac{\sqrt{V_2}}{\sqrt{V_1}}$$

From (1)–(5) we easily find that the required relation between $L_1$, the spacing from cathode to $A_1$, $L_2$, the spacing between $A_1$ and $A_2$, and $V_1$ and $V_2$, the potentials of $A_1$ and $A_2$ with respect to the cathode, is

$$L_2/L_1 = (\sqrt{V_1/V_2} + 1)(V_2/V_1 - 1)$$

In case of space-charge-limited emission, the space charge will cause the gradient to the left of $A_1$ to be $\frac{4}{3}$ times as great as in the absence of space charge. If space charge is taken into account in this region only, $L_2/L_1$ as obtained from (6) should be multiplied by $\frac{4}{3}$.

We have still to determine the magnetic field required to return the electrons leaving $A_1$ at a radius $r$ to the radius $r$ at $A_2$.

From Fig. 2 we see that the electrons turn through an angle $\Phi$. Since the angular velocity of electrons in a magnetic field is $(e/m)B$,

$$\Phi = (e/m)B \tau$$

where $\tau$ is the transit time between $A_1$ and $A_2$.

As the electron moves between $A_1$ and $A_2$ with a constant acceleration

$$\tau = \frac{2L_2}{v_1 + v_2}$$

$$\tau = \frac{2L_2}{\sqrt{2(e/m)V_2}(1 + \sqrt{V_1/V_2})}$$
Now, from Fig. 2 we see also that

\[ r_m \sin(\theta/2) = r \sin(\pi/2 - \theta/2) = r \cos(\theta/2) \]

\[ \tan(\theta/2) = r/r_m \]

Now

\[ \theta = 2\pi - \Phi \]

so

\[ \tan(\pi - (\Phi/2)) = r/r_m \]

\[ \tan(\Phi/2) = - r/r_m \] (9)

For circular motion with an angular velocity \((e/m)B\) and a circumferential speed \(v = v_{r1} = v_{r2}\), the radius of motion \(r_m\) is

\[ r_m = v_{r2}/(e/m)B \] (10)

![Diagram showing voltage ratio vs. drift angle](image)

Fig. 3—The ratio \(L_L/L_1\) of the electrode spacings shown in Fig. 1 should satisfy equation (6). When this is so, the angle \(\Phi\), measured in radians, is a function of the voltage ratio \(V_1/V_2\), and this function is shown above.

From (1), (3), (9) and (10) we obtain

\[ \tan(\Phi/2) = - \left[ \frac{(e/m)BL_2}{ \sqrt{2 \frac{e}{m} V_2 (1 + \sqrt{V_1/V_2})} } \right] \frac{4}{(1 - \sqrt{V_1/V_2})^2} \]

From (7) and (8) we see that this may be written

\[ \tan(\Phi/2) = - \frac{4(\Phi/2)}{(1 + 4(\Phi/2)/\tan(\Phi/2))^2} \]

\[ V_1/V_2 = (1 + 4(\Phi/2)/\tan(\Phi/2))^2 \] (11)

We note that \(\Phi\) must lie in the third or fourth quadrant. In Fig. 3, \(\Phi\) is plotted vs. \(V_1/V_2\).
We now have both $L_2/L_1$ and $\Phi$ expressed in terms $V_1/V_2$, by (6) and (11). From $\Phi$ and $L_2$ we can obtain the proper value of $B$ from (7) and (8)

$$B = \Phi/(e/m)r$$

$$B = (\Phi\sqrt{V_2/L_2}\sqrt{2e/m})(1 + \sqrt{V_1/V_2})$$

We see from Fig. 3 that there will be little error in assuming that $\Phi = \pi$.

If we assume complete space charge between the cathode and $A_1$ and neglect space charge between $A_1$ and $A_2$, nothing is altered save the ratio $L_2/L_1$; as was explained previously, this becomes $\frac{3}{4}$ times the value given by (6).

In the case of slits $L_2/L_1$ is the same function of $V_2/V_1$ as for apertures; the correction for space charge is the same, and (12) will give the correct magnetic field with $\Phi = \pi$. 
Electron Streams in a Diode*

By FRANK GRAY

A general solution of the electron stream equations is developed for a parallel plane diode, under the assumption that the electron velocity is single valued. This solution contains all particular solutions. It serves to unify the wave theory and the particle theory of electron flow, and it is an approximation for multi-velocity streams over a wide range of conditions.

INTRODUCTION

THE theory of an electron stream flowing in a diode has received much attention;1-13 because the tetrodes, pentodes and other modern tubes are cascade arrangements of individual diodes. The theory of the diode is the foundation for considering the circuit characteristics and the noise characteristics of these tubes. In earlier days when communication channels were confined to relatively low frequencies, an electron could traverse a diode in a short period of time compared to an oscillation of any electrical signal, and the theory could be developed rather simply from the known d-c equations. But in these days of high and ultra-high frequencies, the situation is quite different. A signal voltage may oscillate several times while an electron is traversing a diode, and the electron stream flows in bunches or waves. The present article is primarily concerned with this more complicated type of flow. It is confined to the case of parallel plane electrodes, and developed under the usual assumption that the electron velocity is a single valued function of space and time. It is shown to be an approximate solution for physical electron streams over a wide range of conditions.

Particular solutions for an electron stream under small signal conditions are given in various published articles. These theories approach the subject in two different manners. In one approach attention is confined to the motions of electrons as individual particles,1-3 and the other approach may best be described as a wave theory of electron streams. But the two lines of approach have not hitherto given identical results, and the disagreement can probably be attributed to neglected factors in the wave theory.

The present article considers electron streams without regard to any other than a mathematical approach to the subject. The differential equations are linear in the derivatives, and they should therefore have a general solution that contains all particular solutions. The theory seeks and obtains

* The paper was presented at a meeting of the American Physical Society in Columbus, Ohio in 1945.
this general solution. It involves a wave equation, and the results are in exact agreement with the small-signal calculations for the motions of electrons as individual particles. It is therefore believed that the general solution reconciles the two lines of approach to the theory of electron streams.

With this solution available, the situation is comparable to that encountered in two-dimensional potential theory; assignment of definite functions to two arbitrary functions gives a solution for a particular problem in electron streams, but it is then difficult to determine just what problem has been solved. In the case of small signals the general solution does not greatly shorten the calculations, and it probably should not be regarded as a labor saving tool in comparison to any particular solution when the latter is already known. It is more probable that the broader solution will serve as a guide for general reasonings about electron streams, and as a guide to approximations that can be used in particular problems.

1. The Parallel Plane Diode

The diode of this article is shown in Fig. 1. It is two parallel planes indicated as (a) and (b), and separated by a distance \( l \). The first plane (a) may be a thermionic cathode that emits electrons, or it may be a grid through which a stream of electrons is injected into the diode. The second plane (b) may be a metallic plate that receives the electrons after they have traversed the diode space, or it may be a grid that permits the electron stream to pass out of the diode. The dimensions of the diode are assumed small compared to the electromagnetic wave-length at any frequency involved, that is, small compared to the velocity of light divided by the frequency; and the separation of the planes is assumed small compared to their lateral dimensions. Under these conditions the electric intensity is parallel to the \( x \)-axis, and the electrons move in that direction only.

The electron stream injected through the first plane may vary with time, both in charge density and electron velocity; and the voltages at the two planes may also vary with time. The total current flowing in the diode space is then the sum of two components: a conduction current resulting from the motion of electrons, and a displacement current arising from the time rate of change of electric intensity. The displacement current can flow even when there are no electrons in the diode space; it is then the familiar a-c. current, flowing between two plates of a condenser. But, when electrons are present, the two currents interact with each other and they both flow in a complicated manner.

† H. W. König also demonstrated the existence of a general solution; and he developed the solution for the particular case of a sinusoidal current.\[^{6}\]
The determining conditions that can be measured in any physical circuit associated with the diode are: the total current, the conduction current at the first plane, and the electron velocity at that plane. Then, for conveniently considering the diode as a circuit element, it has been shown by others that we should be able to calculate the conduction current at the second plane, the electron velocity at that plane, and the resultant voltage across the diode. From the viewpoint of circuit theory, these last three quantities may be considered as dependent variables whose solutions should be sought in terms of the initial conditions. But an electron stream flows according to its own nature, with little regard for circuit theory, its fundamental equa-

![Diagram of parallel plane diode with a first plane (a) and a second plane (b).](attachment:image)

1.1 Units and Symbols

The equations are written in practical electrical units, centimeters, grams and seconds. In this system of units, the permittivity \( \varepsilon \) of a vacuum is \( \frac{10^{-11}}{36\pi} \), and the acceleration constant \( \eta \) of an electron is approximately \( 1.77 \cdot 10^{15} \). To conform with circuit convention, the total current and the conduction current are measured in the negative \( x \)-direction, that is, opposite to the motion of the electrons; all other directed quantities are measured in the positive \( x \)-direction.
The symbols are introduced and defined as needed. The following partial list is included to give the reader a general idea of the symbolism:

**General Symbols**

- $a, b$: Subscripts referring to the diode planes
- $x$: Distance from the first plane
- $l$: Length of diode space
- $t$: Time
- $\tau$: D-c. transit time to $x$
- $T$: D-c. transit-time across the diode
- $\omega$: $2\pi$ Frequency
- $j$: $\sqrt{-1}$
- $\beta$: $j\omega T$
- $\rho$: Space-charge density
- $\xi$: D-c. space-charge factor
- $\varepsilon$: Permittivity of vacuum, $\frac{10^{-11}}{36\pi}$
- $\eta$: Acceleration constant of an electron, $1.77 \times 10^{15}$

**Symbols in Section 2—The General Solution**

- $V$: Voltage
- $E$: Electric intensity
- $U$: Idealized electron velocity
- $Q$: Conduction current density
- $I$: Total current density
- $I_D$: D-c. component of $I$
- $I_A$: Oscillating component of $I$

$$S = \varepsilon E + \int I \, dt$$

$$S = \varepsilon E + \int I_A \, dt$$

- $F_1(S), F_2(S)$: Arbitrary functions of $S$
- $A(S), B(S)$: Finite arbitrary functions of $S$.

**Symbols in Section 3—Small Signal Theory**

In this section the capital letters $V, E, U, Q$ and $I$ change their meaning and indicate only the d-c. components of their quantities; and the small letters $v, e, u, q$ and $i$ then indicate the amplitudes of the corresponding a-c. components. This section also uses the following special symbols:

- $A, B$: Arbitrary constants
- $A^*, B^*, \ldots, I^*$: Coefficients for the circuit theory of a diode.
Symbols in Section 4—Physical Electron Streams

This section returns to the symbolism of the general theory; and the capital letters $E$, $U$, $Q$ and $I$ indicate total quantities. It also uses the following special symbols:

- $\nu$ Actual electron velocity
- $\overline{U}$ Average of $\nu$
- $N$ Mass density of electrons
- $n$ Partial density in a range $dv$
- $P$ Momentum density of electrons
- $K$ Kinetic energy density of electrons.

2. THE GENERAL SOLUTION FOR AN ELECTRON STREAM

The present theory of electron streams is a solution of two partial differential equations, in which electron velocity $U$ and electric intensity $E$ appear as the dependent variables.

The equation for electron velocity $U$ is based on an idealism that is commonly used in vacuum tube theory. It assumes that the electron velocity is a single-valued function of space and time or, stated in other words, it assumes that all electrons in any plane normal to the $x$-axis have the same velocity. The variable $U$ may then be regarded as a continuous function of $x$ and $t$, which is everywhere equal to the velocities of the individual electrons. The differential equation for $U$ follows at once from the fundamental mechanics of electron motion, which states that for any individual electron

$$\frac{dU}{dt} = -\eta E$$

where $\eta$ is the acceleration constant of an electron, and the small relativity terms are neglected. Then, since $U$ is regarded as a continuous function of $x$, its total derivatives may be written in terms of partial derivatives, and

$$U \frac{\partial U}{\partial x} + \frac{\partial U}{\partial t} = -\eta E$$

which is here regarded as the fundamental equation for electron velocity. It is of course based on an idealizing assumption that imposes limitations on the general theory, and these limitations are discussed in a concluding section of the article, where it is shown that the idealized velocity is an approximation for the average velocity in physical electron streams.

The differential equation for the electric intensity $E$ is given by the theory of electromagnetism. It follows from this fundamental theory that
the total current density $I$ flowing in the diode is a function of time alone; it has the same value at all planes along the $x$-axis, and is given by

$$I = -\rho U - \epsilon \frac{\partial E}{\partial t}$$  \hspace{1cm} (3)

The first term is the conduction current density, the second term is the displacement current density, and $I$ is measured according to circuit conventions in the direction opposite to the motion of the electrons. The charge density $\rho$ is

$$\rho = \epsilon \frac{\partial E}{\partial x}$$  \hspace{1cm} (4)

and its substitution in (3) gives

$$U \frac{\partial E}{\partial x} + \frac{\partial E}{\partial t} = -\frac{I}{\epsilon}$$  \hspace{1cm} (5)

which is the differential equation for electric intensity.

Before passing, it should be noted that the conduction current density $Q$, measured according to circuit conventions, is

$$Q = -\rho U = -\epsilon U \frac{\partial E}{\partial x}$$  \hspace{1cm} (6)

The two differential equations for $U$ and $E$ are now repeated as a group

$$U \frac{\partial U}{\partial x} + \frac{\partial U}{\partial t} = -\eta E$$  \hspace{1cm} (2)

$$U \frac{\partial E}{\partial x} + \frac{\partial E}{\partial t} = -\frac{I}{\epsilon}$$  \hspace{1cm} (5)

and in this group the total current density $I$ may be regarded as any known or arbitrarily assigned function of time. These are the basic equations whose solution is sought in the present theory of electron streams. They are a description of the whole diode space, and they tell how $U$ and $E$ occur and vary with time throughout that whole space. They are first order equations, linear in their derivatives, and it is known from the theory of differential equations that their general solution is the complete solution, and that it will contain two arbitrary functions. So if we find a solution containing two arbitrary functions, we may be quite sure that it is the complete solution.

The equations can be solved by the Lagrange method, as outlined in Appendix I. But that is a rather abstract operation, and the solution is here obtained by another method that has more physical meaning and is really equivalent to the Lagrange method.
For any individual electron, (2) and (5) may be written in the form of total differential equations (7) and (8)

\[ \frac{dU}{dt} = -\eta E \quad (7) \]
\[ \epsilon \frac{dE}{dt} = -I \quad (8) \]

where for that individual electron

\[ U = \frac{dx}{dt} \quad (9) \]

and \( x \) is the coordinate of the electron. This group of total differential equations describes \( U \) and \( E \) only in the immediate vicinity of the one moving electron, and it is therefore a restricted picture in comparison to the one given by the original partial differential equations. It should, however, be clearly understood that we are not seeking the solution of this group of total differential equations; we are merely using them as aids for solving the original equations.

Equation (8) may be written in the form

\[ \frac{d}{dt} \left[ \epsilon E + \int I \, dt \right] = 0 \quad (10) \]

the bracketed term is regarded as a new variable \( S \), that is,

\[ S = \epsilon E + \int I \, dt \quad (11) \]

and (10) says that \( S \) is an invariant for any individual electron, it remains constant as the electron moves along. The solution of (10) is

\[ S = C_1 \quad (12) \]

where \( C_1 \) is any arbitrary constant.

Turning now to (7) it may be written in the form

\[ \frac{dU}{dt} = -\frac{\eta}{\epsilon} \left[ S - \int I \, dt \right] \quad (13) \]

and its solution for any particular electron—remembering that \( S \) is an invariant for that electron—is

\[ U = C_2 - \frac{\eta}{\epsilon} \left[ St - \int \int I \, dt \right] \quad (14) \]
where $C_2$ is an arbitrary constant. [In repeated integrations with respect to
time, the increment $dt$ is written only once, it being understood that $dt$
is repeated in each integration.] Now any arbitrary function $F_1$ of $S$ is a
constant for the particular electron under consideration, so we may replace
$C_2$ by $F_1(S)$ and write

$$U = F_1(S) - \frac{\eta}{\epsilon} \left[ St - \int I \, dt \right]$$  \hspace{1cm} (15)

For the same electron, (9) may now be written in the form

$$\frac{dx}{dt} = F_1(S) - \frac{\eta}{\epsilon} \left[ St - \int I \, dt \right]$$  \hspace{1cm} (16)

and its solution is

$$x = C_3 + F_1(S)t - \frac{\eta}{\epsilon} \left[ \frac{S^2 t^2}{2} - \int \int I \, dt \right]$$  \hspace{1cm} (17)

where $C_3$ is an arbitrary constant that may again be replaced by an arbi-
trary function $F_2$ of $S$, and

$$x = F_2(S) + F_1(S)t - \frac{\eta}{\epsilon} \left[ \frac{S^2 t^2}{2} - \int \int I \, dt \right]$$  \hspace{1cm} (18)

By considering one individual electron we have thus arrived at two gen-
eral relations (15) and (18) which, taken together, describe $U$ and $E$ as
functions of $x$ and $t$. Now the reader will probably be much surprised, as
was the writer, to learn that these two equations when standing alone are
not solutions of the group of total differential equations (7), (8) and (9).
The solution of that group is (12), (15) and (18). In other words, the two
general relations are solutions of the total differential equations only in the
very special case of $S$ equal to a constant. But this constant may have any
value, and the general relations therefore apply to all electrons in the diode
space.

We are therefore practically forced to the conclusion that (15) and (18)
are the solution of the broader group of partial differential equations (2)
and (3), and this turns out to be true. This solution, which is here rewritten,

$$U = F_1(S) - \frac{\eta}{\epsilon} \left[ St - \int I \, dt \right]$$  \hspace{1cm} (15)

$$x = F_2(S) + F_1(S)t - \frac{\eta}{\epsilon} \left[ \frac{S^2 t^2}{2} - \int \int I \, dt \right]$$  \hspace{1cm} (18)

$$S = \epsilon E + \int I \, dt$$
moreover contains two arbitrary functions, and it is therefore the general and complete solution for an idealized stream flowing in a diode.

As the solution stands, \( I \) is an arbitrary function of time, and \( F_1(S) \) and \( F_2(S) \) are perfectly arbitrary. They correspond to all possible determining conditions: to all the d-c., a-c. and transient conditions that are possible in the idealized diode, and to all the purely mathematical conditions that cannot be realized in any physical sense.

With this complete solution available, the situation is analogous in many respects to that encountered in the solution of potential problems in two-dimensional space. We can find a particular solution by merely assigning definite functions to the three arbitrary functions \( I(t) \), \( F_1(S) \) and \( F_2(S) \); but we then encounter the difficult task of finding out just what problem has been solved.

As a simple example of the general method, the reader may be interested in arbitrarily setting \( I, F_1(S) \) and \( F_2(S) \) equal to zero. He will then find that the resulting expressions, (15) and (18), are actual solutions of the partial differential equations, and that they represent a transient electron stream that can flow for a short period of time in a diode space.

2.1 The General Solution in the Presence of a Direct Current

In the majority of circuits that are of practical interest, there is a continuous direct current flowing in a diode, and the arbitrary functions then assume a more restricted form. In such cases the total current density \( I \) may be considered as the sum of a d-c. component, which for the time being is indicated as \( I_D \), and a transient or alternating component \( I_A \).

Then we have the condition that

\[
I_D > 0
\]  

and also the condition that \( U \) and \( x \) must be finite in any physical tube. Now consider (15) for \( U \) and note that

\[
\int I \, dt = I_D t + \int I_A \, dt
\]

\[
\int\int I \, dt = \frac{I_D t^2}{2} + \int\int I_A \, dt
\]  

(20)

The bracketed factor in (15) thus contains power terms in \( t \), which becomes infinite as \( t \) approaches infinity. The function \( F_1(S) \) must therefore be of such form that it cancels these terms and causes \( U \) to remain finite. Inspection shows that \( F_1(S) \) must consequently be of the form

\[
F_1(S) = A(S) + g + g_3 S + g_3 S^2
\]  

(21)
where \( A(S) \) is an arbitrary finite function of \( S \), \( g \) is an arbitrary constant, and the coefficients \( g_1 \) and \( g_2 \) have such values that the power terms in \( t \) cancel out in (15). The finite function may, for example, be a sinusoidal function of \( S \), or a series of such sinusoidal terms. The values of the coefficients are easily calculated, and when the resultant expression for \( F_1(S) \) is substituted in (15), it may be written:

\[
U = g + A(S) + \frac{\eta}{\epsilon} \left[ \frac{\vec{S}^3}{2I_D} + \iint I_A \, dt \right]
\]  

(22)

where \( \vec{S} \) is \( S \) with the \( I_D \) term omitted, that is,

\[
\vec{S} = \epsilon E + \int I_A \, dt
\]  

(23)

In a similar manner it may be shown that, for \( x \) to be finite, (18) assumes the form

\[
x = k + B(S) - \frac{g + A(S)}{I_D} \vec{S} - \frac{\eta}{\epsilon} \left[ \frac{\vec{S}^3}{6I_D^3} - \iiint I_A \, dt \right]
\]  

(24)

where \( k \) is an arbitrary constant, and \( B(S) \) is any arbitrary finite function of \( S \). Then (22) and (24) constitute the general solution when a continuous direct current is flowing in the diode. They are mathematical means for shortening the calculations in the presence of the direct current.

It is believed that the general solution presented in this section will serve as a guide for reasoning about electron streams, and as a guide that can be used in particular problems. It should also be an aid for considering the large signal theory of electron streams. But it is here advisable to confine attention to a less ambitious program, and apply the method to the case of small signals. The results will not be entirely new, but they will bring out certain important features of the general solution.

3. THE SMALL SIGNAL THEORY OF ELECTRON STREAMS

The small signal theory is developed as follows: The value of each dependent variable, in any plane normal to the \( x \)-axis, is regarded as the sum of two components: a value that does not vary with time and is therefore called the d-c. component, and a value that does vary with time and is called the a-c. component. All of these components may vary with \( x \), that is, with the exception of the total current density which is a function of time alone. Corresponding to small signal circuit theory, it is also assumed that the a-c. quantities are small compared to the d-c. quantities, and that the squares and products of the a-c. quantities are negligible in comparison to their first order values. For such signals the circuit equivalent of a diode
is completely determined by its performance at single frequencies, and this permits the solution to be developed in terms of simple sinusoidal functions of time.

New symbols are needed for the small signal theory, and to avoid an undue number of subscripts they are introduced in the following manner: In the preceding general equations the dependent variables were indicated by capital letters; in the following small signal theory, the same capital letters are used to indicate the d-c. components, and the corresponding small letters then indicate the complex amplitudes of the a-c. components. This gives the following list of symbols:

<table>
<thead>
<tr>
<th></th>
<th>DC Component</th>
<th>Amplitude of AC Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total current density</td>
<td>$I$</td>
<td>$i$</td>
</tr>
<tr>
<td>Conduction current density</td>
<td>$Q$</td>
<td>$q$</td>
</tr>
<tr>
<td>Voltage</td>
<td>$V$</td>
<td>$v$</td>
</tr>
<tr>
<td>Electric intensity</td>
<td>$E$</td>
<td>$e$</td>
</tr>
<tr>
<td>Electron velocity</td>
<td>$U$</td>
<td>$u$</td>
</tr>
</tbody>
</table>

This symbolism has the disadvantage of using $e$ to indicate both electric intensity and the base of the natural logarithms, but the duplication causes no serious confusion, for the meaning of the symbol is always evident from the text. As examples of the new nomenclature, the conduction current density is now $Q + qe^{j\omega t}$, and the electron velocity is $U + ue^{j\omega t}$. It should be noted that the a-c. amplitude in each of these expressions is a complex space-varying amplitude, which is sometimes called the space part of the a-c. component.

Before passing it is well to write the following useful relations, which follow immediately from the fundamental equations (5) and (6):

$$q = i + j\omega e$$

their substitution in (11) and (23) give

$$S = \epsilon E + It - \frac{jq}{\omega} e^{j\omega t}$$

$$\tilde{S} = \epsilon E - \frac{jq}{\omega} e^{j\omega t}$$

With this introduction to the change in symbolism, we now express the general solution (22) and (24) in terms of the new symbols, and neglect all
second order terms in the oscillating components. Each part of the general solution then separates into two equations, one for the d-c. quantities, and another for the a-c. quantities. The resulting equations for the d-c. components are

\[ U = g + \frac{\eta \varepsilon E^2}{2I} \]  

(27)

\[ x = k - \frac{g \varepsilon E}{I} - \frac{\eta \varepsilon E^3}{6I^2} \]  

(28)

and the equations for the a-c. components are

\[ u e^{i \omega t} = A(S) - \frac{\eta}{\varepsilon} \left[ \frac{j \varepsilon E}{\omega I} q + \frac{i}{\omega^2} \right] e^{i \omega t} \]  

(29)

\[ 0 = B(S) - \frac{\varepsilon E}{I} A(S) + j \left[ \frac{U}{\omega I} q + \frac{\eta}{\varepsilon \omega^3} i \right] e^{i \omega t} \]  

(30)

where in the last equation \( g \) has been replaced by its value from (27).

3.1 THE D-C. COMPONENTS OF THE ELECTRON STREAM

We first consider the d-c. components in (27) and (28). It is easily shown that they obey the primitive differential equations

\[ U \frac{\partial U}{\partial x} = -\eta E \]  

(31)

\[ U \frac{\partial E}{\partial x} = -\frac{1}{\varepsilon} I \]

which are the static equations for a diode, when it is idling in the absence of an a-c. signal. Their solutions are given in various published articles, and they are available without further calculations.\(^7\) These d-c. components are involved in the subsequent development of the a-c. theory, and the latter requires certain d-c. relations. These relations are briefly presented without derivations as follows:

The current density \( I \) and the d-c. voltages at the two diode planes are assumed to be known quantities. Then the d-c. velocities at those planes are also known quantities, because their values are given by the simple relations

\[ U_a = \sqrt{2\eta V_a}, \quad U_b = \sqrt{2\eta V_b} \]  

(32)

where it is assumed that the original source of electrons is at zero voltage.

The d-c. transit time plays an important role in the small signal theory.
The transit time \( \tau \) from the first plane to any coordinate \( x \) is

\[
\tau = \int_0^x \frac{dx}{U}
\]  

(33)

and

\[
\frac{\partial \tau}{\partial x} = \frac{1}{U}
\]  

(34)

The total transit time \( T \) across the diode space also plays an important role; it is usually expressed in terms of a so-called space charge factor \( \zeta \), whose value is given by

\[
\zeta \left(1 - \frac{\zeta}{3}\right)^2 = \frac{4}{9} \frac{I}{I_m}
\]  

(35)

Here \( I \) is the actual d-c. current; and \( I_m \) is the maximum current that could be projected across the diode when its planes are at the voltages \( V_a \) and \( V_b \), that is, \( I_m \) is the space charge limited current

\[
I_m = \frac{2e}{9} \sqrt{\frac{2}{\eta}} \left(\frac{\sqrt{V_a} + \sqrt{V_b}}{l}\right)^2
\]  

(36)

Then the total transit time \( T \) is given by

\[
T = \frac{2l}{\left(1 - \frac{\zeta}{3}\right)(U_a + U_b)}
\]  

(37)

It also follows that \( I \) can be expressed in the form

\[
I = \frac{2e}{\eta T^2} (U_a + U_b)
\]  

(38)

Certain equations for the d-c. electric intensity are also required. They are

\[
E = E_a - \frac{I_T}{\epsilon}
\]

\[
E_a = \frac{1}{\eta T} (U_a - U_b) + \frac{IT}{2\epsilon}
\]  

(39)

\[
E_b = \frac{1}{\eta T} (U_a - U_b) - \frac{IT}{2\epsilon}
\]

They complete the list of d-c. relations required in the following small signal theory.
3.2 The A-c. Components of the Electron Stream

We now return to the a-c. equations for the electron stream, (29) and (30). In (29), the arbitrary function $A(S)$ must obviously involve an exponential function of $j\omega t$, and it must therefore be of the form

$$A(S) = Ae^{j\omega S / I}$$

where $A$ is an arbitrary constant. Then the substitution of (26) gives

$$A(S) = A \exp \left[ j\omega \left( t + \frac{\epsilon E}{I} \right) + \frac{q}{I} e^{j\omega t} \right]$$

The term in $q/I$ is a second-order term that may be neglected, and $\epsilon E/I$ can be replaced by its value from (39) that is,

$$\frac{\epsilon E}{I} = \frac{\epsilon E_0}{I} - \tau$$

where $\tau$ is the d-c. transit time to any coordinate $x$. The resultant exponential factor in $\frac{\epsilon E}{I}$ can then be included in the arbitrary constant $A$, and this gives

$$A(S) = Ae^{j\omega (t-\tau)}$$

The substitution of this function in (29) now gives the following relation for the amplitudes of the a-c. components

$$u = Ae^{-j\omega \tau} - \frac{j\eta E}{\omega I} q - \frac{\eta}{\epsilon \omega^2} i$$

The arbitrary function $B(S)$ may be treated in a similar manner, and (30) then gives the complex amplitude of the conduction current density

$$q = \frac{j\omega I}{U} \left( B - A \frac{\epsilon E}{I} \right) e^{-j\omega \tau} - \frac{\eta I}{\epsilon \omega^2 U} i$$

where $B$ is another arbitrary constant.

The substitution of this value of $q$ in (25) and (44) also gives the amplitudes of electron velocity and electric intensity.

$$u = \left[ B \frac{\eta E}{U} + A \left( 1 - \frac{\eta E^2}{IU} \right) \right] e^{-j\omega \tau} - \frac{\eta}{\epsilon \omega^2} \left[ 1 - \frac{j\eta E}{\omega U} \right] i$$

$$e = \frac{I}{\epsilon U} \left[ B - A \frac{\epsilon E}{I} \right] e^{-j\omega \tau} + \frac{j}{\epsilon \omega} \left[ 1 + \frac{\eta I}{\epsilon \omega^2 U} \right] i$$
The amplitude of the a-c. voltage in the diode space is also required, and it is derived from its expression

\[ v = v_a - \int_0^x e \, dx \]  

(48)

where \( e \) has its value (47), and the integration can be performed by remembering that \( \frac{\partial \tau}{\partial x} \) is \( 1/U \). This gives

\[ v = v_a + \frac{1}{\epsilon \omega} \left[ \left( j e \epsilon E - A \frac{I}{\omega} - j BI \right) (e^{-j\omega t} - 1) 
- j A I \tau - j \left( x + \frac{\eta I \tau}{\epsilon \omega^2} \right) i \right] \]  

(49)

We are now in a position to examine the character of the electron stream, and for this purpose we write the conduction current density in its complete form \( qe^{j\omega t} \), that is,

\[ qe^{j\omega t} = \frac{j \omega I}{U} \left( B - A \frac{\epsilon E}{I} \right) e^{j\omega(t-\tau)} - \frac{\eta I}{\epsilon \omega^2 U} i e^{j\omega t} \]  

(50)

The phase angle of the first term involves the d-c. transit time \( \tau \), which is a function of \( x \), so this term is a wave traveling in the \( x \)-direction. Its amplitude involves the d-c. quantities \( U \) and \( E \), and its amplitude varies with \( x \).

The velocity of the wave is given by

\[ \text{Wave velocity} = \left( \frac{\partial \tau}{\partial x} \right)^{-1} \]  

(51)

and from (34)

\[ \text{Wave Velocity} = U \]  

(52)

That is the velocity of the conduction current wave is equal to the d-c. component of electron velocity.

The second term in (50) is an oscillation that has the same phase throughout the diode space, and its amplitude also varies with \( x \). The a-c. conduction current is thus a wave of electric charge traveling at a finite velocity plus an oscillating charge that is in phase over the entire diode space.

An inspection of equations (46), (47) and (49) shows that the other a-c. components are of the same general form; each of them is a wave traveling in the \( x \)-direction plus an oscillation that is in phase over the entire diode. This clear-cut disclosure of the dual nature of an electron stream is an important contribution of the general theory.
The formal solution for small signals is really completed with the derivation of the preceding general equations for the a-c. amplitudes. But there still remains the rather tedious process of deriving the relations for circuit calculations as outlined in the following section, and they give a direct comparison with previous theories of electron streams.

3.3 SMALL SIGNAL EQUATIONS FOR CIRCUIT CALCULATIONS

Llewellyn has shown that the treatment of a diode as a circuit element requires certain variables at the second plane to be expressed in terms of their values at the first plane; that is, the circuit theory requires three equations of the form

\[ \begin{align*}
\tau_b - \tau_a &= A^*i + B^*q_a + C^*u_a \\
q_b &= D^*i + E^*q_a + F^*u_a \\
u_b &= G^*i + H^*q_a + I^*u_a
\end{align*} \]  

(53)

where the starred coefficients are known functions of the d-c. components.

The derivation of these relations from the preceding general equations is outlined as follows: the first step is the evaluation of the arbitrary constants \( A \) and \( B \). This is done by substituting the values at the first plane in (44) and (45), and then solving for \( A \) and \( B \), which gives

\[ A = u_a + j\eta E_a \frac{q_a}{\omega I} + \eta \frac{\epsilon}{\epsilon \omega^2} i \]  

(54)

\[ B = \frac{\epsilon E_a}{I} A - \frac{jU_a}{\omega I} q_a - \frac{j\eta}{\epsilon \omega^2} i \]  

(55)

These expressions, and the values at the second plane, are then substituted in the equations for the a-c. amplitudes (45), (46) and (49); and they immediately give the desired relations. They do, however, involve the inconvenient electric intensities \( E_a \) and \( E_b \), and these quantities are replaced by their values from (39).

These simple but rather tedious substitutions are illustrated by the following derivation of \( q_b^- \), which is brief enough to be included for that purpose. The first step is the substitution of the values at the second plane in (45); this gives

\[ q_b = j\omega I \frac{U_a}{U_b} \left( B - \frac{\epsilon E_a}{I} A \right) e^{-\beta} - \frac{\eta I}{\epsilon \omega^2 U_b} i \]  

(56)

where \( \beta \) is \( j\omega T \). It is now advantageous to replace \( B \) by its value from (55), and

\[ q_b = j\omega \left( \frac{E_a - E_b}{U_b} \right) A e^{-\beta} + \frac{U_a}{U_b} e^{-\beta} q_a + \frac{\eta I}{\epsilon \omega^2 U_b} (e^{-\beta} - 1)i \]  

(57)
The inconvenient electric intensities are now easily eliminated by substitutions from the d-c. equations (39), which give

\[ q_b = \frac{I_b e^{-\beta}}{U_b} A + \frac{U_a}{U_b} e^{-\beta} q_a + \frac{\eta I}{\varepsilon \omega U_b} (e^{-\beta} - 1) i \]  

(58)

The value of \( A \) is now introduced from (54), with \( E_a \) again eliminated by (39), and a grouping of terms then gives the final equation

\[ q_b = \frac{\eta I}{\varepsilon \omega U_b} (\beta e^{-\beta} + e^{-\beta} - 1) i + \left( 1 - \frac{\eta I T^2}{2 \varepsilon U_b} \right) e^{-\beta} q_a + \frac{I_b e^{-\beta}}{U_b} u_a \]  

(59)

This equation gives the following values of starred coefficients:

\[ D^* = \frac{\eta I}{\varepsilon \omega U_b} (\beta e^{-\beta} + e^{-\beta} - 1) \]  

(60)

\[ E^* = \left( 1 - \frac{\eta I T^2}{2 \varepsilon U_b} \right) e^{-\beta} \]

\[ F^* = \frac{I_b}{U_b} e^{-\beta} \]

These coefficients may now be rewritten in any desired form; and, to conform with previous articles on electron streams, we replace \( \omega \) by its equivalent expression \( -\frac{j \beta}{T} \); and we also express \( I \) in terms of the space charge factor \( \xi \) from (38), that is,

\[ I = \frac{2 \varepsilon \xi}{\eta T^2} (U_a + U_b) \]  

(61)

These substitutions then give the coefficients in the form

\[ D^* = 2 \xi \left( \frac{U_a + U_b}{U_b} \right) 1 - e^{-\beta} - \beta e^{-\beta} \]

\[ E^* = \frac{1}{U_b} [U_b - \xi(U_a + U_b)] e^{-\beta} \]  

(62)

\[ F^* = \frac{2 \xi}{\eta T^2} \left( \frac{U_a + U_b}{U_b} \right) \beta e^{-\beta} \]

This is obviously a longer mode of expression, but it has two advantages: it is convenient for circuit calculations, and it permits a direct comparison with previous articles on electron streams.

The equations for \( u_b \) and \( (v_b - v_a) \) are obtained by similar substitutions in (46) and (49); and the three equations are then written in the symbolic
form (53), with the values of the starred coefficients abbreviated and assembled as follows:

\[
\begin{align*}
\alpha_1 &= 1 - e^{-\beta} - \beta e^{-\beta} \\
\alpha_2 &= 1 - e^{-\beta} \\
\alpha_3 &= 2 - 2e^{-\beta} - \beta - \beta e^{-\beta} \\
A^* &= \frac{T^2}{2e\beta} (U_a + U_b) \left[ 1 - \frac{\xi}{3} \left( 1 - \frac{12\alpha_3}{\beta^3} \right) \right] \\
B^* &= \frac{T^2}{e\beta^3} \left[ (\alpha_1 - \beta \alpha_2) U_a - \alpha_1 U_b + \alpha_1 \xi (U_a + U_b) \right] \\
C^* &= -\frac{2\alpha_1 \xi}{\eta \beta^2} (U_a + U_b) \\
D^* &= \frac{2\alpha_1 \xi}{\beta^2} \left( \frac{U_a + U_b}{U_b} \right) \\
E^* &= \frac{1}{U_b} \left[ U_b - \xi (U_a + U_b) \right] e^{-\beta} \\
F^* &= \frac{2\xi}{\eta T^2} \left( \frac{U_a + U_b}{U_b} \right) \beta e^{-\beta} \\
G^* &= -\frac{\eta T^2}{e\beta^3 U_b} \left[ (\alpha_1 - \alpha_2 \beta) U_b - \alpha_3 U_a + \alpha_3 \xi (U_a + U_b) \right] \\
H^* &= -\frac{\eta T^2}{2e} \left( \frac{U_a + U_b}{U_b} \right) (1 - \xi) \frac{e^{-\beta}}{\beta} \\
I^* &= \frac{1}{U_b} \left[ U_a - \xi (U_a + U_b) \right] e^{-\beta}
\end{align*}
\]  

(63)

(64)

With the exception of a difference in symbols, these coefficients are identically the same as those obtained by Llewellyn and Peterson\(^8\) from calculations on the motions of electrons as individual particles, and this correspondence apparently reconciles the wave theory and the particle theory of electron streams. The correspondence is largely the result of a new feature in the wave theory, that is, the expression of the electron stream as the sum of two components, a wave travelling with a finite velocity and an oscillation that is in phase over the entire diode space.

Llewellyn and Peterson have derived the circuit equivalents of electronic tubes from the values of the starred coefficients, and these equivalents are well known in the electronic art.\(^8\) The present section confirms these relations, as derived for an idealized electron stream. The validity of this idealization is considered in the following section.
4. Physical Electron Streams

[This section returns to the symbolism of the general theory; and the capital letters, \( V, E, U, Q \) and \( I \) now indicate total values.]

The preceding general solution for an electron stream is based on idealism, namely, the assumption that the electron velocity is a single-valued function of space and time. The stream then obeys the differential equations (2) and (5), and the theory is a general solution of these fundamental equations. But it is well known that the velocity in a physical electron stream is not single valued. Electrons are emitted from their original source with slightly different velocities; and some electrons acquire energy from the high-frequency electric field and overtake their slower neighbors. These factors cause the velocity to be a multi-valued function of space, and the electrons have various velocities in any plane normal to the axis of the diode. The present section derives the differential equations for a multi-velocity stream, and compares them with the idealized equations (2) and (5).

For this purpose, the actual velocity of an electron is indicated as \( v \). It is also convenient to develop the equations in terms of mass, so we let \( N \) equal the mass density of electrons at any coordinate \( x \). The fractional mass density of electrons with velocities lying in any range from \( v \) to \( v + dv \) may likewise be expressed as \( ndv \), where \( n \) is a function of \( v, x \) and \( t \); and it follows that

\[
N = \int_{-\infty}^{+\infty} ndv. \tag{65}
\]

The momentum density \( P \) of the electrons is then given by

\[
P = \int_{-\infty}^{+\infty} nvdv \tag{66}
\]

and their kinetic energy density \( K \) is

\[
K = \int_{-\infty}^{+\infty} \frac{nv^2}{2} dv \tag{67}
\]

It also follows that the average electron velocity \( \bar{U} \) is given by

\[
\bar{U} = \frac{P}{N} \tag{68}
\]

This is the new mechanical variable in the theory of physical electron streams.

The differential equation for the electric intensity is now easily derived from the fundamental electromagnetic equation.
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\[ \varepsilon \frac{\delta E}{\delta l} - Q = -I \]  \hspace{1cm} (69)

The conduction current density \( Q \) is

\[ Q = -\frac{eP}{m} = -\overline{U}\frac{eN}{m} = -\overline{U} \varepsilon \frac{\delta E}{\delta x} \]  \hspace{1cm} (70)

and its substitution in (69) gives

\[ \overline{U} \frac{\delta E}{\delta x} + \frac{\delta E}{\delta l} = -\frac{I}{\varepsilon} \]  \hspace{1cm} (71)

which is the analogue of (5).

The mechanical equation for the physical stream is obtained from the
Liouville theorem. In the diode regions with which we shall be concerned,
the individual electrons are so far apart that their microscopic forces are
negligible, the electrons flow freely under the action of the macroscopic
forces, and they therefore obey the Liouville theorem for particle motion.
This theorem states that

\[ \frac{dn}{dt} = 0 \]  \hspace{1cm} (72)

that is, \( n \) remains constant as we travel along with any particular electron.
This equation may also be written in terms of partial derivatives of \( n \)

\[ \frac{\delta n}{\delta x} \frac{dx}{dt} + \frac{\delta n}{\delta v} \frac{dv}{dt} + \frac{\delta n}{\delta l} = 0 \]  \hspace{1cm} (73)

and the substitution of the values of the total derivatives then gives

\[ v \frac{\delta n}{\delta x} - \eta E \frac{\delta n}{\delta v} + \frac{\delta n}{\delta l} = 0 \]  \hspace{1cm} (74)

The mechanical relations are obtained by integrating this equation with
respect to \( v \). It is first multiplied by \( dv \) and then integrated as follows:

\[ \int_{-\infty}^{+\infty} \frac{\delta n}{\delta x} \cdot v \, dv - \eta E \int_{-\infty}^{+\infty} \frac{\delta n}{\delta v} \, dv + \int_{-\infty}^{+\infty} \frac{\delta n}{\delta l} \, dv = 0 \]  \hspace{1cm} (75)

The second integral reduces to the difference in the values of \( n \) at \( v = +\infty \),
and \( v = -\infty \). It vanishes because there are no electrons with infinite
velocities. The differential operators may also be moved outside the other
integrals, to give

\[ \frac{\delta}{\delta x} \int_{-\infty}^{+\infty} n \, dv + \frac{\delta}{\delta l} \int_{-\infty}^{+\infty} n \, dv = 0 \]  \hspace{1cm} (76)
then from (65) and (66)
\[ \frac{\delta N}{\delta t} = - \frac{\delta P}{\delta x} \] (77)

Equation (74) is next multiplied by \( v \delta v \), and a similar integration gives
\[ \frac{\delta P}{\delta t} = - \eta NE - 2 \frac{\delta K}{\delta x} \] (78)

With these relations we are now in a position to derive the differential equation for \( \bar{U} \).

This mechanical equation is obtained by first writing the obvious equality
\[ \bar{U} \frac{\delta \bar{U}}{\delta x} + \frac{\delta \bar{U}}{\delta t} = \bar{U} \frac{\delta \bar{U}}{\delta x} + \delta \left( \frac{P}{N} \right) \] (79)

Then partial differentiation of the last term gives
\[ \bar{U} \frac{\delta \bar{U}}{\delta x} + \frac{\delta \bar{U}}{\delta t} = \bar{U} \frac{\delta \bar{U}}{\delta x} + 1 \frac{\delta P}{\delta t} - \frac{P}{N} \frac{\delta N}{\delta t} \] (80)

and, when the resultant time derivatives are replaced by (77) and (78)
\[ \bar{U} \frac{\delta \bar{U}}{\delta x} + \frac{\delta \bar{U}}{\delta t} = \bar{U} \frac{\delta \bar{U}}{\delta x} - \eta E - 2 \frac{\delta K}{N} \frac{\delta x}{\delta x} + \frac{P}{N^2} \frac{\delta P}{\delta x} \] (81)

the substitution of \( N \bar{U} \) for \( P \) then gives the final differential equation for \( \bar{U} \), which may be written in the form
\[ \bar{U} \frac{\delta \bar{U}}{\delta x} + \frac{\delta \bar{U}}{\delta t} = - \eta E - 2 \frac{\delta}{N} \frac{\delta}{\delta x} \left[ K - \frac{N \bar{U}^2}{2} \right] \] (82)

It is the analogue of equation (2).

The two sets of equations are now assembled and written in a form suitable for comparison. The equations for the idealized stream are
\[ \frac{\delta E}{\delta x} + \frac{\delta E}{\delta t} = - \frac{I}{\epsilon} \] (5)
\[ \frac{1}{2} \frac{\delta U^2}{\delta x} + \frac{\delta U}{\delta t} = - \eta E \] (2)

and the analogous equations for the physical stream are
\[ \bar{U} \frac{\delta \bar{E}}{\delta x} + \frac{\delta \bar{E}}{\delta t} = - \frac{I}{\epsilon} \] (71)
\[ \frac{1}{2} \frac{\delta \bar{U}^2}{\delta x} + 2 \frac{\delta}{N} \frac{\delta}{\delta x} \left[ K - \frac{N \bar{U}^2}{2} \right] + \frac{\delta \bar{U}}{\delta t} = - \eta E \] (82)
When \( U \) is set equal to \( \bar{U} \), the first equations in the two sets are identical; and in this respect the theory of the idealized stream corresponds to that of the physical stream. But the second equation for the physical stream then differs from its analogue by the inclusion of an additional term

\[
\frac{2}{N} \frac{\delta}{\delta x} \left[ K - \frac{N\bar{U}^2}{2} \right]
\]

The bracketed quantity in this term is the difference between the actual kinetic energy density and the kinetic energy density calculated as if the electrons were all moving with their average velocity \( \bar{U} \). It is often a small term that can be neglected, and the physical stream is then approximately described by the idealized equations (2) and (5).

It is, however, rather obvious that there are cases in which this approximation cannot be made. It is invalid in the region between a thermionic cathode and its voltage minimum, where the electrons are traveling in both directions along the \( x \)-axis, and cause \( K \) and \( \frac{N\bar{U}^2}{2} \) to have appreciably different values. So, when the first plane of the diode is a space-change-limited cathode, the idealized theory can apply only in the region beyond the voltage minimum. This difficulty is usually overcome by considering the virtual cathode as the first plane of the diode. In all other regions the electrons are normally traveling in one direction only, and the idealized equations are then an approximation for the physical stream over a wide range of conditions.

The nature of this approximation is seen more clearly by considering the electrons to be uniformly distributed over a velocity range \( s \), where \( s \) is a function of \( x \) and \( t \). Then the mechanical equation (82) is

\[
\frac{1}{2} \frac{\delta U^2}{\delta x} + \frac{1}{8} \frac{\delta s^2}{\delta x} + \frac{\delta U}{\delta t} = -\eta E
\]

Under the usual conditions encountered in electronic tubes, \( \frac{s^2}{8} \) is small compared to \( \frac{U^2}{2} \), and its gradient may be neglected in comparison to that of \( \frac{U^2}{2} \).

The approximation can also be considered in a more rigorous manner as follows: The velocity spread \( s \) may be expressed in electron volts by the relation

\[
s^2 = \frac{\eta\phi^2}{2V}
\]
where $\phi$ is the spread measured in electron volts, and $V$ is the voltage in the stream. Then (84) may be written in the form

$$U \frac{\delta U}{\delta x} + \frac{\delta U}{\delta t} = \eta \frac{\delta V}{\delta x} - \frac{\eta \phi \delta \phi}{8 \frac{V}{V \delta x}} + \frac{\eta}{16} \left( \frac{\phi}{V} \right)^2 \frac{\delta V}{\delta x}$$

(86)

The last term is small compared to $\eta \frac{\delta V}{\delta x}$ and may be neglected, and it follows that the idealized theory is an approximation for physical electron streams when

$$\frac{1}{8} \frac{\phi}{V} \frac{\delta \phi}{\delta x} \ll \frac{\delta V}{\delta x}$$

(87)

it being understood that the inequality holds for the gradients of the d-c. components, and also for the gradients of the a-c. components of $\phi$ and $V$. This requirement is satisfied over a wide range of conditions, and the idealized equations are applicable in a corresponding manner.*

It is thought that these considerations explain why the single-velocity theory of electron streams is so successful in explaining the characteristics of electronic tubes.8, 9

**CONCLUSION**

It is believed that the preceding pages serve to unify our theories of electron streams in some such manner as follows:

1. They develop the general solution for a single velocity stream, and this solution contains all particular solutions.

2. The small signal theory is considered in detail as a special case of the general solution, and the a-c. stream is shown to be the sum of two components: a wave traveling with a finite velocity plus an oscillation that is in phase over the entire diode space.

3. The wave expression gives identically the same results as previous calculations based on the motions of electrons as individual particles.

4. The idealized stream is shown to be an approximation for multi-velocity streams over a wide range of conditions, and this correspondence explains why the single velocity theory is so successful in describing the characteristics of electronic tubes.
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*It should be noted that this requirement is not satisfied by a velocity-modulated stream of small current density in a long, field-free drift space.*
APPENDIX I—THE LAGRANGE SOLUTION

Lagrange has shown that any partial differential equation of the first order, linear in its derivatives, is equivalent to a group of total differential equations. The Lagrange equations corresponding to (2) and (5) are

\[
\frac{dx}{U} = \frac{dt}{1} = \frac{dU}{-\eta E} \tag{88}
\]

\[
\frac{dx}{U} = \frac{dt}{1} = \frac{edE}{-I} \tag{89}
\]

or, taken together,

\[
\frac{dx}{U} = \frac{dt}{1} = \frac{dU}{-\eta E} = \frac{edE}{-I} \tag{90}
\]

Now we can find three independent solutions of this group. One solution is

\[
\epsilon E + \int I dt = c_1 \tag{91}
\]

The first member of this solution is indicated as \(S\); then the other solutions are

\[
U + \frac{\eta St}{\epsilon} - \frac{\eta}{\epsilon} \int \int I dt = c_2 \tag{92}
\]

\[
x - Ut - \frac{\eta St^2}{2\epsilon} + \frac{\eta}{\epsilon} \left[ t \int \int I dt - \int \int \int I dt \right] = c_3 \tag{93}
\]

Since each of these quantities is a constant, we may set any one of them equal to an arbitrary function of another, and the resulting equation is also a solution of (90). We can, however, obtain only two independent solutions in this manner, and we naturally choose the two simplest combinations, that is,

\[
U + \frac{\eta S}{\epsilon} t - \frac{\eta}{\epsilon} \int \int I dt = F_1(S) \tag{94}
\]

\[
x - Ut - \frac{\eta S t^2}{2\epsilon} + \frac{\eta}{\epsilon} \left[ t \int \int I dt - \int \int \int I dt \right] = F_2(S) \tag{95}
\]

where \(F_1(S)\) and \(F_2(S)\) are arbitrary functions of \(S\). These equations contain two arbitrary functions; they are solutions of the Lagrange equations (88) and (89), and they therefore constitute the general and complete solution of the partial differential equations (2) and (5). With the exception of a slight
difference in form, this solution is identically the same as the one given in Section 2.
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The Davisson Cathode Ray Television Tube Using Deflection Modulation

By A. G. JENSEN

The paper describes a cathode ray television receiving tube incorporating several unique features. The tube was designed and constructed by Dr. C. J. Davisson and was used in some of the early demonstrations of television transmission over the coaxial cable.

The present day coaxial cable broad-band transmission system was developed during the early 1930's, and was originally conceived as a means for multi-channel telephone transmission. During the same period the rapidly developing television art was producing video signals requiring wider and wider frequency bands. It was very soon realized, therefore, that this coaxial system would also lend itself admirably to the transmission of such wide band television signals. The early development culminated in the installation of a coaxial cable route from New York to Philadelphia. This system was designed to provide 240 telephone channels or a single 800 kc television channel, and both types of transmission were successfully accomplished during a series of demonstrations in 1937.\(^1\)

The scanning equipment used for producing the television signals for these demonstrations was developed under the direction of Dr. H. E. Ives at the Bell Telephone Laboratories. It was designed to scan standard 35 mm motion picture film and consisted of a six-foot steel disk rotating at 1440 rpm and having 240 lenses mounted around the periphery. It thus produced a television signal of 240 lines and 24 frames per second, occupying a bandwidth of about 800 kilocycles.

From this same period came the well known work of Dr. Davisson in the field of electron diffraction.\(^2\) This work had resulted also in important advances in electron optics and in the development of the sharply focussed, well defined electron beam. It was natural, therefore, that Dr. Ives should discuss with Dr. Davisson the possibility of designing a cathode ray tube capable of adequately displaying a picture from the television signals specified above. The outcome of these discussions was that Dr. Davisson, with the close and able collaboration of C. J. Calbick, undertook to design and construct the tube described in the following pages. In this connection it should also be mentioned that the first experimental samples of the tube were built by G. E. Reitter, while the later engineering for limited production was carried out by H. W. Weinhart.
The disk scanner was a linear transmitter, since the amplitude of the signal was directly proportional to the film brightness. The fundamental requirement for a receiving tube was therefore as stated by Dr. Davisson in an early memorandum:

"If screen brightness is proportional to beam current, as for most screens it is, then beam current in the receiving tube should be proportional to signal voltage; the modulations of beam current by signal voltage should be linear. Failure to meet this requirement results in falsification of tone values in reproduction, and when departures from linearity are marked [it leads] to unsatisfactory pictures."

![Fig. 1—Principle of deflection modulation.](image)

It was this fundamental concept of a beam current directly proportional to input voltage, which led to the development of a tube employing deflection modulation. This is a type of modulation in which the modulating voltage causes the electron beam to be deflected across a defining aperture in such a manner that increasing modulating voltage will cause a larger area of the beam to pass through the aperture and thus increase the brightness of the screen proportionally to the modulating voltage. The principle of this type of modulation is illustrated in Fig. 1.

Figure 1(a) shows a narrow beam of electrons passing through the slit $S$ (perpendicular to the plane of the paper) and arranged to form a sharp image of the slit in the plane of the square aperture $S'$. The relation of the slit image to the square aperture is shown in Fig. 1(b). A bias voltage is applied across the modulator plates $M_1$ and $M'_1$ so that the slit image falls just off the square aperture for no signal voltage. As signal voltage is applied across the modulator plates the slit image will move across the aperture in such a manner that the cross-sectional area of the beam beyond the aperture is proportional to signal voltage (for small angles of deflection, such as used here).
Beyond the aperture $S'$ the electron beam enters a projection lens system designed to project an enlarged electron image of $S'$ onto the fluorescent screen of the tube. In order to avoid further modulation of the beam in the projection lens system it is essential that the beam be maintained parallel with the tube axis and not be deflected by modulation as in Fig. 1(b). To accomplish this a second pair of modulating plates $M_2$ and $M_2'$
Fig. 3—Dimensional cross-section of electron optical system.
is added and cross connected to $M_1$ and $M'_1$ as indicated in Fig. 1(c). Now when signal voltage is applied, the electron beam is displaced, rather than deflected, across the aperture $S'$, and the portion of the beam entering the projection lens system is maintained in proper alignment with the tube axis.

The complete electron-optical system of the tube is indicated schematically in Fig. 2. A dimensional cross section of the tube is shown in Fig. 3,* while Figs. 4 and 5 show mechanical details of the assembly. Figure 6 shows the finished tube, held by Mr. Calbick.

Referring to Fig. 2*, the plates $P_2$, $P'_2$, $P''_2$ and $P'''_2$ are metallically connected together with separating metallic cylinders to form the structural “frame” of the entire electrode assembly. They are connected to the internal Aquadag coating and held at ground potential.

The backing plate $P'_1$, filament $F$, and circular aperture plates $P_1$ and $P_2$ constitute the electron source and condensing lens system whose function

---

* This diagram actually shows the electrode voltages used in a later model for 441 line pictures. In the 240 line tube the anode voltage was 5000 volts.
Fig. 5—Photograph of assembly.
(a). Photograph of over-all mechanical assembly.
(b). Photograph of assembly details.
is to produce an intense "focal spot" of electrons in the plane of the slit aperture S (Fig. 1).

The filament F is made of tungsten foil in the shape of a cross (Fig. 3) and is fed by direct current with opposite ends of the cross connected together. This construction insures a nearly uniform temperature over the center area of the cross and also minimizes magnetic fields set up by the filament current, which would otherwise tend to disturb the electron optical symmetry. The filament resistance is approximately 1 ohm and the current 10 amperes. The high emission current density from a tungsten filament was expected to result in a more intense focal spot than would be obtainable with an oxide coated cathode. Also the large metallic structure inside the tube might tend to cause deactivation or poisoning of an oxide cathode.

If the mechanical alignment were perfect the "focal spot" of electrons would fall directly on the slit aperture S. Because of unavoidable small misalignments and particularly due to the fact that the filament cross is not perfectly flat, such perfect symmetry cannot be insured without some corrections. These corrections are supplied by a so-called collimating unit CP1; CC1. The unit consists of an electromagnet with insulated polepieces (Fig. 4), and by applying small correcting voltages and currents to the unit the "focal spot" is shifted until its most intense part falls on the center portion of the slit aperture S. A second identical collimating unit CP2; CC2 is mounted after the slit, in order to center the slit image on the square aperture S'.

The three circular aperture plates P''1, P''2, and P3 constitute the so-called modulator lens system and serve to form an electron image of the slit S on the square aperture S', with a magnification of 1:1. Accurate focussing is accomplished by adjusting the potential of the plate P3.

The function of the modulator plates M1'M1' and M2'M2' has already been described. The photograph in Fig. 4 shows the modulator plate assembly. The set of three circular aperture plates P''1', P4 and P5' comprise the projection lens system, which forms an electron image of the square aperture S' upon the fluorescent screen with a magnification of 5:1. Proper focussing is accomplished by adjusting the potential of plate P4.

Two sets of coils, mounted in the lateral corners of the tube housing, were used to neutralize the earth's field. Each coil produces a field directed at an angle of 45° from the vertical and, by properly adjusting the coil current, it is possible to produce a practically uniform magnetic field, which was used to center the beam on the screen.

Because of the complicated mechanical assembly inside the tube there was originally some difficulty in properly de-gassing the tubes and maintaining vacuum. The earlier models were therefore continuously pumped,
Fig. 6—Photograph of finished tube.
and a tantalum filament manometer was used for checking pressure. The tubes used during demonstrations were sealed off, but the manometer was retained as shown in the photograph in Fig. 6. In this case the hot tantalum filament acted as a getter which successfully kept the pressure down to about $10^{-6}$ mm Hg.

The aperture $S'$ was .006" square. With a 5:1 magnification this resulted in a scanning line height on the screen corresponding to a 240 line picture of about 7 x 8 inches.

A stationary spot viewed on the screen showed a sharply defined rectangular cross-section of approximately uniform brightness. Adjusted for no overlap this resulted in a flat field with only a faint indication of line structure. If the image of the slit $S$ falling on the square aperture $S'$ is perfectly focussed, with edges parallel to the sides of the aperture; if no stray electrons are present due to secondary emission or other causes, and if the electrons in the beam all have the same thermal emission energy, then the curve of beam current versus modulator voltage would be as shown in Fig. 7. The current is zero until the leading edge of the slit enters the aperture. The current then increases linearly until it reaches a maximum when the slit fills the aperture. If the slit is wider than the aperture the curve will have a flat top and will then decrease linearly as the trailing edge of the slit travels across the aperture.

The actual modulation curve did not show sharp corners, but was rounded both at top and bottom as indicated by the dotted lines in Fig. 7. The dispersion of thermal velocity of the electrons causes "chromatic" aberration of the condensing lens system ($P_1 ; P_2$) which therefore forms a
"focal spot" of non-uniform density. This in turn results in rounded corners of the modulation curve. Even so, the linear portion of the modulation curve corresponded to a beam current ratio of about 10:1.

As will be seen from the curve, the tube may be used equally well for either positive or negative modulation, but in the demonstrations positive modulation was employed.

An actual modulation curve for the tube later used for 441 line pictures is shown in Fig. 8. The dotted line indicates the modulation characteristic without any modification, while the solid curve shows the improvement near cut-off obtained by incorporating a non-linear circuit in the output stage of the video amplifier. With this circuit, linear modulation was obtained over a brightness range of nearly 100 to 1.

Due to the variable width of the scanning spot it is obvious that conventional aperture equalization is not applicable. The width of the rectangular spot changes from maximum at full brightness to zero or nearly zero in the deep shadows. In other words, the correct aperture equalization would be a function of brightness. Some theoretical computations indicated that the effective horizontal resolution, without any aperture equalization, might be well above the vertical resolution determined by 240 lines. That this was actually so was indicated by the fact that, by unbalancing the
coaxial terminal equipment so as to allow a small amount of 2500 kc carrier leak to come through, the resulting vertical stripes were clearly visible, in spite of the fact that the highest frequency in the video signal was only about 800 kc.

For the reasons given above no aperture equalization was employed for the receiver; in fact, the excessive horizontal resolution was later on traded for higher brightness as mentioned below.

A slightly modified version of the Davisson tube was used later in the 1941 demonstrations of the transmission of 441 line, 30 frame television signals over the 2.7 megacycle coaxial cable from New York to Philadelphia.† In this later tube the anode voltage was raised to 10,000 volts instead of 5000 volts as used in the 1937 demonstrations. Furthermore, the square aperture S' was changed to a rectangular aperture with the horizontal side twice as long as the vertical. This alone of course doubled the highlight brightness obtainable, and in the 1941 demonstrations the received pictures had a highlight brightness of about 20 foot-lamberts, using an aperture size of .0036" x .0072".

Before concluding the description of the Davisson tube and its performance, one more item should be mentioned. It was found that the glass thickness of the tube's end wall gave rise to some halation due to internal reflection from the outer surface, and this in turn resulted in a somewhat degraded contrast range. A very much thicker glass wall would increase the diameter of the circle corresponding to total reflection to a point where the halation effect would be very much diluted and therefore negligible. The effect of such a thick wall was obtained in the following manner.‡ A plate glass disk was mounted between one and two inches in front of the tube fact and cemented to this by means of an airtight gasket. The intervening space was then filled with Nujol, which has approximately the same index of refraction as the glass. The resulting increase in contrast range was very noticeable.

It is interesting to note that at the time it was also proposed to add a small amount of dark dye to the Nujol in order to further decrease halation effects, and also to decrease the effect of ambient light. This is, of course, the same principle that is now widely employed in present day "dark glass" kinescopes.

Dr. Davisson designed this tube on the basis of his knowledge of electron optics. At no stage did he depart from a design which would allow him accurately to predict the performance. This accounts for the "thin" lenses used in the different focussing systems, for the small deflection angles em-

† The transmitting equipment for these demonstrations was a film scanner employing a Farnsworth image dissector and producing a 4 mc video signal. See reference.‡
ployed to insure sharp focus all over the screen, and for the extreme care with which the deflection plate system was made to avoid either "pin cushion" or "barrel" distortion. Apart from the rounded corners of the modulation curve, the entire system was indeed "calculable." It resulted in a very long tube (about 5 feet) and an unusually complex assembly of precision mechanical parts. It also resulted in an actual performance very close to the predicted performance and markedly superior to that of other television receiving tubes of the same period.
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Electron Transmission Through Thin Metal Sections with Application to Self-Recovery in Cold Worked Aluminum

By R. D. HEIDENREICH

Features of the dynamical or wave mechanical theory of electron diffraction pertinent to the interpretation of electron images of crystalline materials are briefly discussed. It is shown that the type of image obtained depends upon the local bending of the crystal, the coherent crystal size and the state of internal strain. The absence of extinction contours seen in annealed aluminum is an indication of the presence of internal strains.

New data concerning the effect of temperature on the polygon or domain size in cold worked aluminum is presented. These data indicate that self recovery occurs rapidly at temperatures as low as $-196^\circ$C leading to the conclusion that the process must have a low activation energy. The mechanism by which dislocations leave the slip bands and redistribute and annihilate themselves during recovery is obscure.

INTRODUCTION

DIRECT experimental evidence for the wave nature of the electron first demonstrated by Davisson and Germer was based on a property unique to wave phenomena; namely, interference or diffraction. The ability of a regular or periodic array of atoms to diffract electrons (just as a ruled grating diffracts light) has led to the construction of quite general theories of the behavior of matter, the band theory of solids being a notable example. The forbidden energy zones in a crystal are simply a result of diffraction of the valence electrons by the periodic structure. On the other hand, the results of straightforward diffraction experiments are a consequence of the zone or band structure of the crystal thus illustrating an interesting closure or completion of the cycle.

This paper is concerned with the interpretation of electron interference phenomena occurring in thin metal sections particularly as it pertains to structural changes accompanying plastic deformation. Diffraction effects are observed not only in the usual electron diffraction methods but in electron microscope images as well. The chief difference is that in the former the diffracted rays are of primary interest while in the latter the regions of the crystal in which diffraction occurs are imaged with the diffracted beams removed by the objective aperture. Electron microscope images of crystalline materials thus offer a high resolution method of studying variations in diffracting power. This information can then be interpreted in terms of structural features.

The structural changes accompanying plastic deformation of metals are of great interest and can be profitably investigated by electron interference
techniques. In particular the loss of work hardening in pure metals by the process of self-recovery is well suited to study using the electron microscope and thin sections, as will be seen. In a previous paper the technique of preparing thin aluminum sections and the interpretation of the diffraction features were discussed in detail. The dynamical theory of electron diffraction has been applied to this particular problem and also extended to more general cases. It was shown that, immediately after cold working, high purity aluminum exhibits a sub-grain or domain structure of the order of 1-2 microns in size. These domains are slightly misoriented and become visible in electron images through small variations in diffracted intensity in passing from one domain to the next. The domains have been identified with self-recovery following plastic deformation but their properties and origin have not been investigated in detail. The experiments to be described here include the effect of electron bombardment, and the effect of temperature on the size of the domains.

It should be pointed out that the term "recovery domains" has been applied by the writer to the sub-grains or units appearing in cold worked aluminum. It appears now that the recovery domains are an early stage of the process of "polygonization" commonly used in the literature. Polygonization was first applied to the formation of larger blocks or polygons in bent crystals that were annealed at an elevated temperature. The polygons were made visible in a light microscope by the use of an etchant which produced etch pits in the polygon boundaries. Either term, polygonization or recovery domains, would be suitable although the latter is more specific as to the process involved and will be used in this paper.

**Dynamical Theory Applied to Electron Images**

The wave mechanical or dynamical theory of electron diffraction is essential to the interpretation of electron images of crystals. The kinematic theory, a simpler approximation, is not adequate. Consequently, it is advisable at this point to review briefly the salient features of the dynamical theory as applied to electron images.

Suppose a polycrystalline film (such as a thin metal section) is mounted in the conjugate focal plane of the objective lens of an electron microscope as depicted in Fig. 1. Let the incident electron beam be taken as monochromatic and plane-parallel. Regions of the specimen film oriented such that a set of net planes satisfies the Bragg condition \( n\lambda = 2d \sin \theta \) will

4. Detailed treatments are given in references 1 and 2.
differ the incident beam of wave length $\lambda$ through an angle $2\theta$. $d$ is the interplanar spacing. The numerical aperture of the electron lens is such that in general $2\theta > \alpha_{\text{os}}$ with the result that the diffracted beams are removed from the optical system and not focused in the image plane. In Fig. 1, crystals 1 and 3 are suitably oriented to diffract and so will appear dark in the final image since electrons have been removed from these regions by Bragg reflection. The calculations of the intensities for this case (the Laue case) were first made by Bethe. A similar treatment employing the zone theory of crystals can be given which yields the same final results. The procedure consists in solving the Schrödinger equation for an electron moving in the periodic potential inside the crystal and then fitting the solutions so obtained to the plane wave solution found for the vacuum incident and diffracted waves. The first result of the solution inside the crystal is that the total energy of the electron, $E$, is not a continuous function of the wave number $K \left( \frac{|K|}{\lambda} = \frac{2\pi}{\lambda} \right)$ as it is in field-free space, but exhibits discontinuities as illustrated in Fig. 2. These discontinuities occur whenever the Bragg or Laue condition is satisfied; i.e., if $g$ is a vector of the reciprocal lattice, then discontinuities in the $E$ vs $K$ curve occur when $|K| = |K + 2\pi g|$ which is equivalent to the Bragg formula. The magnitude of the energy

Fig. 1—Diffraction of electrons outside objective aperture by suitably oriented crystals in polycrystalline film. Crystals 1 and 3 would appear dark in final image.

---

4 H. A. Bethe, Ann. d. Physik 87, 55 (1928). This treatment was intended to explain the results of Davisson and Germer which were published about a year before. Had Bethe examined the behavior of the total energy in his solution of the Schrödinger equation he would have discovered the band theory of crystals.
gap is $\Delta E = 2 |V_g|$ where $V_g$ is the Fourier coefficient of potential. The discontinuities in energy are the Brillouin zone boundaries and form a family of polyhedra in reciprocal or $K$ space. For example, a simple square lattice gives rise to a square reciprocal lattice as seen in Fig. 3. One reciprocal lattice point is taken as the origin, 0, and the remainder of the lattice is generated by the vector $g$ where $|g| = \frac{1}{a}$, the reciprocal of the cell constant of the original, direct lattice. The Brillouin zone boundaries are the perpendicular bisectors of the reciprocal lattice vectors and define the series of zones shown in Fig. 3a. Whenever the incident electron wave vector, $K$, terminates on a Brillouin zone boundary, a diffracted wave is possible. However, when the boundary conditions at the surfaces of the crystal are applied, it turns out that for a fixed total energy, $E$, there are two incident crystal wave vectors $K_0^g$ and $K_1^g$ which must be considered. Consequently there are also two diffracted wave vectors $K_0^d$ and $K_1^d$ with $K_0^d = K_0^g + 2\pi g$ and $K_1^d = K_1^g + 2\pi g$ as shown in Fig. 3b. $K_0^d$ and $K_1^d$ are related by a beat wave vector $\Delta K$ or $K_1^d = K_0^d + \Delta K$. The net result is two waves of slightly different wave length traveling nearly parallel which may undergo interference. This beating of the diffracted waves makes itself known by passing the energy back and forth between the incident and diffracted beams. This is the motivation for the name “dynamical” theory.

The intensity of a diffracted beam for the case when the incident wave vector terminates near a Brillouin zone boundary but far from an edge or corner is found to be\footnote{This treatment is the case of loose binding which is applicable for fast electrons. It turns out that for the valence electrons in a crystal, this approximation is not very good and that the value $\Delta E = 2|V_g|$ is not correct.}: 

$$\Delta E = 2 |V_g|$$

Fig. 2—Plot of energy, $E$, vs. wave number $|K|$, along $K$ vector showing discontinuity when $|K| = |K + 2\pi g|$ or when Bragg condition is realized.
Fig. 3—(a). First three Brillouin zones for a simple square lattice. In an actual case, $|g|$ is of the order of $0.5A^{-1}$ and $\frac{|K|}{2\pi}$ about $19A^{-1}$.

(b). Relation among wave vectors in reciprocal space for the kinematic and for the dynamical theories. The wave vectors must satisfy the Bragg condition and the boundary conditions at the crystal faces. The dynamical theory introduces the beat wave vector $\Delta K$. $K_v$ is the vacuum incident wave vector.

$$I_g = \frac{|V_g|^2}{\left(\frac{\Delta g}{2}\right)^2 + |V_g|^2} \sin^2 \frac{1}{2}\Delta Kz$$

where $V_g =$ Fourier coefficient of potential

$\Delta g =$ deviation from the Laue condition in volts
\[ I = 2E \Delta \theta \sin 2\theta_0 \]

- \( E \) = total energy of incident electrons in volts
- \( \theta_0 \) = Bragg angle
- \( \Delta \theta \) = angular deviation from Bragg condition
- \( \Delta K \) = beat wave vector

\[ \Delta K = \frac{2}{\lambda E} \left( \frac{\Delta g}{2} + |V_g|^2 \right)^{\frac{1}{2}} \]

- \( z \) = penetration measured normal to surface of crystal
- \( D \) = thickness of crystal

It is evident from equation (1) that the intensity of the diffracted beam is periodic with penetration in the crystal and with the deviation, \( \Delta g \). This dependence of intensity upon thickness and deviation accounts for most of the image detail seen in electron micrographs of thin crystalline sections. Inelastic scattering and crystal imperfections are neglected in the derivation of equation (1).

Experience with thin sections of pure aluminum has indicated that it is nearly impossible to prepare and handle them without introducing some bending or rumpling of the thin area. This bending in conjunction with thickness variations gives rise to the major features of the electron images in the form of intensity maxima and minima called "extinction contours." Those arising through bending of the section are of chief interest in the uniform area where thickness changes are very gradual. The extinction contours are determined by the maxima of equation (1) or where \( \Delta KD = n\pi \) to give

\[ \Delta g = \pm \left( \frac{(n\lambda E)^2}{D} - 4|V_g|^2 \right)^{\frac{1}{4}} \quad n = 1, 3, 5, \ldots \]  

Equation (2) predicts that for a bent crystal offering a continuous range of \( \Delta g \) a series of intensity maxima or fringes will be observed. In an electron image of a bent crystal the spacing of the fringes is the only quantity which can be measured other than relative intensity. The central fringe corresponds to \( \Delta g = 0 \) with subsidiary maxima occurring at a distance \( s \) from the central fringe given by

\[ s = \left( R + \frac{D}{2} \right) \frac{\Delta g}{2E \sin 2\theta_0} \]  

where \( R \) is the radius of curvature of the bending.

If two crystallites in a thin section differ only slightly in orientation and the bending is favorable, then a series of fringes will occur in the two crystals with a displacement at the boundary as sketched in Fig. 4.

The displacement \( l \) is related to the orientation difference \( \Delta \alpha \) and the
radius of curvature $R$ by

$$\Delta \alpha = \frac{l}{R}$$  \hspace{1cm} (4)

If the situation is such that $R$ can be determined from equation (3), then the misorientation $\Delta \alpha$ can be calculated from (4). This combination of circumstances is at present one of chance and does not occur frequently in images of thin sections. An example will be shown.

The image contrast between adjacent regions of a thin metal section composed of small misoriented domains as depicted in Fig. 1 is determined by the rocking curve of equation (1). This is simply a plot of the intensity given by (1) against $\Delta g$ or $\Delta \theta$. As an example, a rocking curve for the (200) reflection of aluminum is shown in Fig. 5. The Fourier coefficient $V_g$ is computed from the relation.*

$$V_{hkl} = 300 \frac{e d_{hkl}^2}{\pi \Omega} \sum_j (Z_j - f_j) e^{2\pi i} (hu_j + kv_j + lw_j) \text{ volts}$$  \hspace{1cm} (5)

with

- $e =$ charge on the electron = $4.80 \times 10^{-10}$ esu
- $\Omega =$ volume of the unit cell = 70.4 $A^3$ for aluminum
- $d_{hkl} =$ interplanar spacing
- $Z_j =$ atomic number of atom species $j$
- $f_j =$ atom form factor
- $(u_j, v_j, w_j) =$ atomic coordinates of atom species $j$

For aluminum, $V_{(200)} = 5.13$ volts. Using 50KV electrons: $E = 5 \times 10^4$, $\lambda = 0.055A$, $\sin 2\theta_0 = 0.0272$ radian and a reasonable value of $D = 250A$, the intensity can be computed from (1) as a function of $\Delta g$ as shown in Fig. 5.

* Reference 1, Appendix I.
It will be realized that the detailed shapes and location of the maxima are quite sensitive to thickness and more often than not a calculation from the fringe spacings cannot be made with certainty. The limiting value of the fringe separation is found from (2) to be given by \( \frac{d_{111}}{D} \) for large values of the integer \( n \). The fringe pattern indicated in Fig. 4 is simply a rocking curve for the crystallites with a displacement due to their difference in orientation.

The absence of extinction contours from the electron image of a crystal may indicate that one or more of the following conditions exists:

1. No bending or thickness changes.
2. The thickness is sufficiently small that the argument of the \( \sin^2 \) in
3. The crystal is sufficiently distorted that the assumption of a periodic potential function in the Schrödinger equation is not valid.

Of these causes for the absence of extinction contours, the first is very unlikely as mentioned previously. The second is quite obvious since a section too thin to produce contours would give a very high transmitted intensity and would be immediately apparent. The third is the most likely reason and is thought to be the case in all the thin sections examined to date. This is particularly important here since crystals that have been subjected to plastic deformation are of primary interest. The incorporation of strains or lattice distortion into the potential function for the Schrödinger equation appears to be a formidable task and will not even be attempted.

A more or less semi-quantitative approach to the effect of lattice distortion

---

**Fig. 5**—(200) rocking curve calculated for an aluminum crystal 250\( \mu \) thick for 50KV electrons.

(1) can replace the sine function thus suppressing the periodic features; this can occur for \( D \) less than about 100\( \mu \).

(3) The crystal is sufficiently distorted that the assumption of a periodic potential function in the Schrödinger equation is not valid.
can be had by considering the expression for the diffracted intensity (equation (1)). If dislocations are introduced into a crystal the effect is that of producing a mosaic or block structure\(^7\) the units of which will scatter incoherently. If there are a sufficient number of dislocations to reduce the coherent penetration path \(z\) to a value \(z'\) such that \(\Delta Kz'\) is small, then equation (1) will become

\[
I_g \simeq \left( \frac{\Delta g}{2} \right)^2 + \left| V_\varphi \right|^2 \frac{1}{4} (\Delta Kz')^2 = \frac{\pi z'}{\lambda^2 E^2} \left| V_\varphi \right|^2 (z')^2
\]

The important part in considering equation (6) is the disappearance of the periodic, dynamic term. If the model obtained by introducing dislocations into the crystal even roughly approximates the actual situation then it would be expected from equation (6) that the extinction contours will vanish. Actually, starting with a perfect crystal and adding dislocations, the dynamical effects will not be noticeably effected until the coherent penetration \(z'\) becomes much smaller than \(\frac{\lambda E}{V_\varphi}\). For 50 KV electrons in aluminum, \(z'\) would have to be something of the order of 150Å or less before the dynamical effects would disappear. If the model is carried still further, it can be speculated that \(z'\) is the mean separation of dislocations in the crystal indicating that a distance of separation of the order of 150Å is required to extinguish the extinction contours. This would correspond to a dislocation density of about \(5 \times 10^{11}\) lines/cm\(^2\). This is admittedly a very crude approximation and, although the dislocation density is of the right order of magnitude, too much significance should not be attached to it. It does seem fairly safe to conclude that the extinction contours will disappear when the dislocation density reaches a high enough value. This fact in itself greatly broadens the interpretation of the electron micrographs to be presented.

**Preparation of Thin Aluminum Sections**

The details of the preparation of the thin sections used for electron microscopy have been published\(^4\) and are not vital to the discussion. Suffice it to say that the sections are produced from 0.005" sheet by an electropolishing technique using a special holder. The central portion of the metal disc is thinned down to several hundred Angstroms or less while maintaining a smooth surface. A rinsing procedure is necessary to prevent the formation of corrosion layers.

The metal used in all this work was 99.993% French aluminum rolled into 0.005" sheet.

**RECOVERY OF COLD WORKED ALUMINUM**

Having briefly discussed the essential phenomena in interpreting electron images of crystals, the application of the thin section method to self-recovery in deformed aluminum can be demonstrated. This type of investigation is based to a considerable extent upon comparison of images of the metal under various conditions of anneal and plastic deformation. The standard state for comparison is a well annealed specimen in which the crystals are reasonably perfect. The bending or rumpling produces the extinction contour patterns quite unique to the annealed condition. The chief characteristics of the contours for an annealed crystal are their general continuity and extension over relatively large areas. Figure 6 illustrates a contour pattern with an unusually high density of lines obtained from an aluminum section annealed 30 min. at 335°C. The dark regions are those of electron deficiency.

At a grain boundary in an annealed section the contours end abruptly.

![Extinction contours due to rumpling in an annealed high purity (99.993) aluminum section.](image)
as seen in Fig. 7a. Figure 7b illustrates a case in which the contour family can be identified on either side of a grain boundary with the displacement very much in evidence at the boundary. This situation was anticipated in Fig. 4.

Proof that the dark contour lines seen in Fig. 6 are due to diffraction from those regions was given in reference (1) where both the transmitted and diffracted beams were imaged in an electron shadow microscope. The usual transmission electron diffraction patterns from annealed sections generally exhibit an array of spots characteristic of a single crystal. Sometimes weak, broad Kikuchi lines are obtained but generally the bending of the section and the area of the incident electron beam are such as not to favor Kikuchi lines.

The effect of cold working on the images of the sections was studied by lightly pounding the center region of a \( \frac{3}{4} \)" diameter disc (0.005" thick) with a small, rounded and polished steel rod against an anvil. The disc was then electro-thinned and examined in the electron microscope. Originally it was hoped that further information regarding laminar slip might be obtained in this manner. However, no details of slip have been observed in the cold worked sections, the general appearance being that seen in Fig. 8(a). Figure 8 was obtained from a section cold worked by pounding at room temperature and shows the recovery domains or early stage of polygonization. These domains are not made visible by etching a polished surface and are observed only by electron transmission. The domains are slightly disoriented one with respect to the other and are made visible by the differences in diffracted intensity. Since the extinction contours are absent in Fig. 8a it is concluded that there is considerable internal strain in the domains as previously mentioned. Figure 8b is a transmission electron diffraction pattern of this section and shows arced rings made up of discrete spots. It is concluded that each spot on an arc corresponds to a domain. Insufficient domains are included in the primary beam to produce continuous rings. The electron diffraction pattern of Fig. 8b is very similar to microbeam x-ray patterns published by Kellar et al and the domain size of about 2\( \mu \)m from the electron micrographs is in excellent agreement with the results of Kellar for pure aluminum.

That domains sufficiently free of strain to yield extinction contours can be obtained is illustrated in Fig. 9. Figure 9a is from a section prepared 36 hours after a block of the high purity aluminum had been rolled to 0.005" sheet with some annealing between passes. The contours are very much in

---

8 Recovery domains are not found in aluminum deformed by simple extension. Apparently inhomogeneous strain is necessary. Extinction contours are observed in specimens deformed in tension but the slip bands are not in evidence.

Fig. 7—Grain boundaries in a thin section of high purity, recrystallized aluminum. The displacement of a family of contours at the boundary is evident in (b).
Fig. 8—Thin section of high purity aluminum cold worked by pounding. The recovery domains are evident in (a). (b) is an ordinary electron diffraction pattern (transmission) of the section and shows the discrete spots on the arced rings.
Fig. 9—Recovery domains in rolled, high purity aluminum annealed between passes through the rolls.
(a). 36 hrs. after rolling showing extinction contours in the domains.
(b). 1 year after rolling. The domain boundaries are evident now only through the discontinuities of the extinction contours.
evidence indicating that the internal strain is less than in Fig. 8. Another section was prepared after the rolled sheet had stood for about one year with the result shown in Fig. 9b. The domain boundaries in this section are made visible chiefly through the discontinuities in the extinction contours rather than overall contrast between domains. Apparently the domains slowly relieve their internal strains and become less distinct as recovery proceeds at room temperature.

A possible complication in the study of thin sections in the electron microscope is the effect of rather intense electron bombardment. There are several possible ways in which the sections might be changed by bombardment. One of these is simply annealing due to heating by bombardment. However, the metal is a good conductor of heat and is in contact with the heavy brass specimen holder so that high local temperatures would not be expected as with thermal insulators or isolated particles. Another phenomenon that is quite common is the deposition of a carbonaceous layer on the areas exposed to the electron beam. This is generally due to the residual hydrocarbon atmosphere in the vacuum system and is visible to the naked eye as a black deposit. The remaining possibility is that of producing lattice defects or vacancies by collision with the incident electrons. The cross-section for this process is not known but it would be expected that for 50 KV electrons it would be quite small.

Many thin sections of aluminum have been examined in the RCA EMU instrument at moderate intensities using the biased electron gun with little evidence for any changes occurring over the normal times required for obtaining pictures. However, if the peak intensity attainable with the biased is used, quite significant changes occur as illustrated in Fig. 10. These images are taken from a sequence and show the effect of time of bombardment on the recovery domains. The loss of contrast and irreversible changes in details with time of bombardment are evident. Part of the effect is due to heating and part to deposition but in general the behavior is not understood.

An outstanding feature of the domains in cold worked, high purity aluminum has been the relatively uniform size exhibited over a great many samples prepared at room temperature. The deformations have ranged from the order of about 30% to several hundred percent with the domain size consistently in the neighborhood of 2µ. At low deformations of the order of a few percent the domains are not found. No growth or change in size of any consequence has been found after months at room temperature. The relief of internal strains seems to be the only significant change with time. A short anneal at or above the recrystallization temperature removes the domains and gives rise to new crystals which exhibit extinction contours. Observations such as this tie the domain structure quite firmly to recovery.
Fig. 10—Effect of intense electron bombardment (50KV electrons) on the domain structure.
(a) 45 seconds bombardment
(b) 125 seconds bombardment
As previously pointed out, the formation of recovery domains upon cold working represents an early stage of polygonization with a much smaller size than that observed at low deformation.\textsuperscript{10} This suggests a nucleation and growth process\textsuperscript{11} for recovery during and following plastic deformation. Cahn\textsuperscript{12} has published a detailed nucleation theory to account for recrystallization grain size. He considers the nuclei to be regions in the crystal with large curvature brought about by cold working. It would be expected that both the nucleation and growth rates would be effected by changes in temperature and by additions of alloying elements which reduce the rate of diffusion of dislocations. The latter was tried first by adding about 4\% copper to the high purity aluminum and rolling the alloy to 0.005" sheet. A section prepared from the rolled sheet with no anneal gave the results shown in Figure 11. It will be noted in Fig. 11a that the large, well defined domains seen in Figs. 8 and 9 are not present in the alloy. The structure is much smaller and is strung out in the direction of rolling. The electron diffraction pattern, (Fig. 11(b)) exhibits arced rings with the arcs being continuous rather than showing the discrete spots seen for the pure metal (Fig. 8b). The number of recovery domains produced in the alloy is thus much greater than in the base metal which checks with the much smaller recovery exhibited by cold worked aluminum alloys as compared to pure aluminum. It is concluded that the addition of copper has produced "knots" in the aluminum lattice which impede the rate of growth of domains.\textsuperscript{13}

The effect of temperature is of much interest since nucleation processes generally involve a temperature dependent term of the form \( e = \frac{A}{KT} \) where \( A \) is an activation energy.\textsuperscript{14} A plot of nucleation rate against temperature should yield a curve exhibiting a maximum at some temperature \( T_c \). For \( T > T_c \), only a portion of the embryos are able to exceed the critical size, the smaller ones dissociating. For \( T < T_c \), the thermal diffusion rates are sufficiently low to impede embryo formation. The maximum nucleation rate is thus a balance between the diffusion rate and the number of embryos able to exceed the critical size and grow. In order to investigate the effect of temperature, high purity aluminum specimens were cold worked by pounding at \(-78^\circ\)C (dry ice) and at \(-196^\circ\)C (liquid nitrogen) and then allowing the specimen to warm up slowly to room temperature. It was thought that if the working was done at a temperature below that at which

\textsuperscript{13} If this alloy is given a 10 min. anneal at 300°C, recovery domains very similar to Fig. 8 are obtained.
\textsuperscript{14} D. Turnbull, A.I.M.M.E. Geol. Pub. #2365 (1948).
Fig. 11—Thin section of rolled aluminum—4% copper showing the very small domains. (b) is a transmission electron diffraction pattern. Compare with Fig. 8.
Fig. 12—Effect of temperature at which recovery proceeds on domain size in high purity aluminum.
(a). Dry ice (−78°C)
(b). Liquid nitrogen (−196°C)
the nucleation rate is a maximum, then as the specimen warmed slowly it would pass through the maximum and result in a larger number of nuclei. The time for recovery at the low temperature was varied from 15 minutes to several hours before bringing the specimen to room temperature but the results did not reflect any dependence on the time at low temperature. Even so, a primary weakness in the experiment lies in the fact that the structure could not be observed at the temperature of working. The results of cold working at $-78^\circ C$ and $-196^\circ C$ are shown in Fig. 12. Surprisingly enough, the domain size after cold working at $-78^\circ C$ is practically the same as at room temperature as seen in Fig. 12a. It was thought that this simply meant that the structure had reverted to the room temperature configuration until the results were obtained at $-196^\circ C$. The domain size resulting from the $-196^\circ C$ treatment is slightly less than half that obtained from the $-76^\circ C$ treatment, indicating that the effect of recovery temperature can be seen after bringing the specimen up to room temperature.\(^1\) This is consistent with low temperature rolling experiments\(^2\) on pure copper performed by W. C. Ellis and E. Greiner of Bell Telephone Laboratories in which the amount of work hardening was considerably increased over that obtained by rolling at room temperature. Thus, at present it appears that the recovery domains seen in Fig. 12 are a fair approximation to those produced at the low temperatures. More work on low temperatures is certainly justified since it appears that the recovery mechanism involves a process with a very low activation energy, at least in the case of pure aluminum.

**General Remarks**

The conclusions drawn from the electron images of cold worked aluminum are, in review,

(1) During and immediately following cold working of pure aluminum self-recovery takes place by the formation of recovery domains about $2\mu$ in size.

(2) The recovery domains produced at room temperature and below at first possess sufficient internal strains to prohibit extinction contours. These strains are slowly relieved at room temperature.

(3) The addition of copper to the aluminum inhibits the growth of recovery domains resulting in a recovery domain size much smaller than for the pure metal. Thus, aluminum-copper work hardens to a far greater extent than does pure aluminum.

(4) Recovery in pure aluminum is reduced only by going to relatively

\(^1\)The microbeam x-ray technique (reference 9) should be invaluable in checking this point since the entire experiment could be done at the low temperature.

\(^2\)To be published.
low temperatures; i.e., of the order of that of liquid nitrogen (−196 °C).

(5) The recovery domains do not show (at least not readily) on etched surfaces. The overall rate of etching is much higher than in the annealed state, however.

(6) Deformation by simple extension does not produce the recovery domains such as seen in Fig. 8. Neither domains nor slip bands are visible.

These conclusions and observations suggest explanations for several well known phenomena in cold worked metals. One is the fact that slip lines are not visible on a surface etched after cold working, which has always been rather puzzling. It seems clear now that this is simply due to an immediate rearrangement giving rise to recovery so that the slip band exists as such only during the actual deformation process. The traces left on polished surfaces are actually only traces of the displacements that occurred during deformation and do not indicate where the energy of cold work resides when slipping has stopped but only where the energy was introduced. The energy would reside in the slip bands only if no recovery whatever took place.

Another point of interest is that of recrystallization. In one sense the recovery domains constitute recrystallization on a smaller scale than is usually meant. However, in view of the fact that the domains do not etch preferentially (probably due to internal strains) and that they disappear at the recrystallization temperature, it would seem more accurate to view the recovery domains as distinct from recrystallization. It would seem logical to consider the recovery domains as embryos for recrystallization. When the temperature is raised sufficiently those recovery domains which most rapidly relieve their internal strains would serve as nuclei for new grains and consume the surrounding embryos or domains. In a sense, then, it is the least strained material from which new grains spring. However, the embryo for the new grain very probably sprang from a region that was very highly strained. Between the actual slip process and final recrystallization grains there are actually two nucleation and growth processes.

The author is grateful to Mr. W. T. Read and Dr. W. Shockley for valuable criticisms and discussions of the subject matter presented in this paper.
On the Reflection of Electrons by Metallic Crystals

By L. A. MacColl

This paper gives the results of some calculations of the reflection coefficient for electrons incident normally on a plane face of a metallic crystal. The physical situation is treated as being one-dimensional; and it is assumed that the potential energy of an electron is a sinusoidal function of distance inside the crystal, and obeys the classical image force law outside the crystal. The reflection coefficient is computed as a function of the energy of the incident electrons, over the range from 0 to 20 electron volts, for a variety of values of the parameters which define the model of the crystal.

1. Foreword

The work which is presented in this paper was undertaken as a result of conversations had with Dr. C. J. Davisson at various times during the years 1938 and 1939, when he was investigating the reflection of electrons impinging on the surface of a metallic crystal. The results for a simple special case of the general problem were published in 1939\(^1\). Thereafter the work on the general problem continued intermittently, and it was almost completed by the early part of 1942, when it was brought to a halt by the onset of wartime activities. Since then nothing has been done on the problem, and the results already obtained have never been published in extenso. However, C. Herring and M. H. Nichols have included an illuminating discussion of some of the more significant of the results in their recent monograph on thermionic emission\(^2\).

Although the intervening years, by bringing new problems in physics to the fore, have caused this work to lose some of the interest which it possessed at the time it was being done, it still seems to be worth while to put the full results upon record. The present occasion, when his friends and former colleagues are celebrating Dr. Davisson’s seventieth birthday, is an especially appropriate one for this purpose.

2. Formulation of the Problem

We consider electrons moving with energy \(E\) and impinging on a plane face of a metallic crystal. (Fig. 1.) According to quantum mechanics there is certain probability \(R\), generally neither 0 nor 1, that an electron will be reflected by the crystal, and caused to move backwards toward the source; and there is the complementary probability \(1 - R\) that the electron will

\(^1\) Physical Review, v. 56, pp. 699–702. This paper will be referred to henceforth as [LAM, 1939].

\(^2\) Reviews of Modern Physics, v. 21, pp. 185–270 (1949).
penetrate the crystal, and flow away through the remainder of the circuit. We call $R$ the reflection coefficient, and we can define it alternatively as the ratio of the intensity of the reflected electron beam to the intensity of the incident beam.

We wish to calculate $R$ as a function of $E$. In order to be able to do this effectively, it is necessary to idealize the actual physical situation quite drastically. (However, the idealization which we shall use preserves what seem to be the most important features of the physical situation.) On the other hand, once the idealization has been set up, the mathematical calculations themselves will be carried through without approximations. Hence,

Fig. 1—Reflection of an electron beam by a crystal. (Schematic representation).

any discrepancies between the theoretical results and the results of experiment are to be attributed to the inadequacy of the model, and not to illegitimate steps in the mathematical work.

Our idealization of the physical situation can be described in the form of the three following assumptions:

Assumption I. The problem may be treated as one concerning one-dimensional motion of electrons. Thus, we set up a rectangular coordinate system in space; and we assume that the crystal occupies the half-space $x < 0$, and that all of the point functions with which we are concerned depend solely upon the coordinate $x$.

Assumption II. There exists a function $V(x)$, such that an electron at the point $x$ has potential energy $V(x)$; and the behavior of an electron is governed by the Schrödinger wave equation

3 Except, of course, simple arithmetical approximations, such as are involved in almost all calculations.
\[
\frac{d^2\psi}{dx^2} + k^2 [E - V(x)]\psi = 0. \tag{1}
\]

(Here \(k^2 = \frac{8\pi^2 m}{h^2}\), where \(h\) is Planck's constant, and \(m\) is the mass of an electron.) This assumption deals in a summary way with various complicated processes involving electrons in crystals. Discussions of the validity of the assumption are to be found in various works on the electron theory of metals.

Assumption III. Specifically, the function \(V(x)\) is given by the formulae

\[
V(x) = - V_0 + V_1 \sin \alpha(x - x_0), \quad x \leq x_0
\]
\[
= - \frac{\varepsilon^2}{4x}, \quad x \geq x_0 \tag{2}
\]

where \(\varepsilon\) is the absolute value of the electronic charge, and \(V_0, V_1\) and \(\alpha\) are suitable non-negative constants. (A graph of this function \(V(x)\) is shown in Fig. 2.) According to this assumption, an electron in the region \(x > x_0\) is subjected to the classical image force. This is known to be in good agreement with the facts, at least if \(x\) is not too small.* Also, according to the assumption, the potential energy of an electron in the depths of the crystal is a periodic point function with a negative mean value. This part of the assumption is as correct as any assumption can be which attempts to account for the complicated actual processes in terms of a potential energy function. However, our particular choice of a periodic function is based largely upon mere considerations of mathematical convenience. Finally, we

* See Herring and Nichols, footnote 2, p. 245 et seq.
observe that our $V(x)$ is continuous, as physical considerations indicate that it should be.

We can now state the mathematical problem before us in the following terms:

$V(x)$ being defined by (2), we are to obtain a solution $\psi(x)$ of (1) satisfying the following conditions:

(a) In the region $x > x_0$ the function $\psi(x) \exp(-2\pi iEt/h)$ represents an incident beam of electrons moving toward the left, and a reflected beam of electrons moving toward the right.

(b) In the region $x < x_0$ the average electron flow, if it is not zero, is directed toward the left.

(c) The function $\psi(x)$ and its derivative $\psi'(x)$ are everywhere continuous.

Having obtained such a solution $\psi(x)$, we are then to compute the ratio of the intensity of the reflected electron beam to the intensity of the incident beam. In particular, we are to study the dependence of this ratio upon the quantities $E$, $V_0$, and $V_1$.

The paper [LAM, 1939] already referred to dealt with the special case in which $V_1 = 0$, i.e. the case in which $V(x)$ is assumed to be constant in the region $x \geq x_0$. Consequently, we are now concerned chiefly with the cases in which $V_1 > 0$.

3. Generalities Concerning the Calculation of $R$

In the region $x \geq x_0$ the wave equation (1) takes the form

$$\frac{d^2 \psi}{dx^2} + k^2 \left[ E + \frac{\epsilon^2}{4x} \right] \psi = 0.$$  

The general solution of this equation is of the form

$$\psi(x) = A\psi_1(x) + B\psi_2(x),$$

where $A$ and $B$ are arbitrary constants, and $\psi_1(x)$ and $\psi_2(x)$ are two particular solutions which we choose so that the functions $\psi_1(x) \exp(-2\pi iEt/h)$ and $\psi_2(x) \exp(-2\pi iEt/h)$ represent beams of electrons, of unit intensity, moving to the left and right, respectively.

In the region $x \leq x_0$ the wave equation takes the form

$$\frac{d^2 \psi}{dx^2} + k^2[E + V_0 - V_1 \sin \alpha(x - x_0)]\psi = 0.$$  

We are concerned with a solution of this equation of the form

$$\psi(x) = C\psi_3(x),$$

where $C$ is a constant, and $\psi_3(x)$ is a particular solution such that the func-
tion $\psi_3(x)$ exp $(-2\pi iEl/h)$ represents a state in which the average flow of electrons in the crystal either vanishes or is directed toward the left.

The actual forms of the functions $\psi_1(x)$, $\psi_2(x)$, $\psi_3(x)$ will be discussed presently.

Now the continuity of the functions $\psi(x)$ and $\psi'(x)$ gives us the system of equations

$$ A\psi_1(x_0) + B\psi_2(x_0) = C\psi_3(x_0) $$
$$ A\psi_1'(x_0) + B\psi_2'(x_0) = C\psi_3'(x_0), $$

from which we can calculate the ratio $B/A$ in terms of the $\psi_i(x_0)$, $\psi_i'(x_0)$. Our required reflection coefficient $R$ is $|B/A|^2$, and so we obtain the formula

$$ R = \left| \frac{\psi_1(x_0) - \psi_1'(x_0)}{\psi_2(x_0) - \psi_2'(x_0)} \right|^2. \quad (4) $$

It was shown in [LAM, 1939] that the functions $\psi_1(x)$ and $\psi_2(x)$ are given by the formulae

$$ \psi_1(x) = W_{\lambda,1}(\xi), \quad \psi_2(x) = W_{-\lambda,1}(-\xi), $$

where

$$ \xi = 2ikxE^{1/2}, \quad \lambda = -ik\xi/(8E^{1/2}), $$

and the symbols $W_{\lambda,1}(\xi)$, $W_{-\lambda,1}(-\xi)$ denote the usual functions occurring in the theory of the confluent hypergeometric functions. The earlier work gives us all the information concerning $\psi_1(x)$ and $\psi_2(x)$ that we shall require. Hence, in order to calculate $R$, we have, in effect, only to identify a suitable solution $\psi_3(x)$ of equation (3), and then to calculate $\psi_3'(x_0)/\psi_3(x_0)$.

4. The Solution of Equation (3)

In order to facilitate the use of known results, it is convenient to write

$$ \alpha(x - x_0) = 2z - \frac{\pi}{2}, \quad \frac{4k^2}{\alpha^2} (E + V_0) = \theta_0^2, \quad \frac{4k^2}{\alpha^2} V_1 = -2\theta_1. $$

Then equation (3) takes the form

$$ \frac{d^2\psi}{dz^2} + (\theta_0^2 + 2\theta_1 \cos 2z)\psi = 0. \quad (3') $$

This is one of the canonical forms of Mathieu's differential equation, for
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which an extensive theory exists. We shall recall a few of the chief facts brought out in this theory.†

Unless the constants $\theta_0$ and $\theta_1$ satisfy some one of certain special relations, the general solution of equation (3') is of the form

$$\psi = K_1 e^{i\mu f(z)} + K_2 e^{-i\mu f(-z)},$$

where $\mu$ is a constant determined by $\theta_0$ and $\theta_1$, $f(z)$ is a function which is periodic with the period $\pi$, and the $K$'s are constants of integration.

In certain ranges of values of the $\theta$'s, the constant $\mu$ is real, and in other ranges it is pure imaginary. When $\mu$ is real we can obviously take it to be positive; and then, in order that $\psi_0(x)$ may be bounded in the range $x < x_0$, we must choose $\psi_0(x)$ to be the function $e^{i\mu f(z)}$. When $\mu$ is pure imaginary, we can take it to be $i |\mu|$, and then, in order that $\psi_0(x)$ shall represent a state in which the flow of electrons is to the left in the crystal, we must choose $\psi_0(x)$ to be the function $e^{-i\mu f(-z)}$.

When $\mu$ is pure imaginary we have a non-vanishing flow of electrons to the left in the crystal. Consequently, the intensity of the reflected beam must be less than the intensity of the incident beam. Hence, under this condition we must have $R < 1$. On the other hand, when $\mu$ is real there is no average electron flow in the crystal. Consequently, under this condition the intensities of the incident and reflected beams must be equal, so that $R = 1$. These considerations point to the importance of discussing, first of all, the conditions under which $\mu$ is real or pure imaginary.

Figure 3 shows a well known diagram, modified slightly to suit our present purposes. Here $\theta_0$ and $\theta_1$ are taken to be rectangular coordinates of a point in a plane, and the plane is divided into regions of two kinds (shaded and unshaded) by a system of curves. If the point $(\theta_0, \theta_1)$ is in the interior of one of the shaded regions, the above $\mu$ is real; if the point is in the interior of one of the unshaded regions, $\mu$ is pure imaginary. (If $(\theta_0, \theta_1)$ lies exactly on the boundary of one of the regions, we have a somewhat more complicated situation, which we do not need to consider here.) This diagram enables us easily to determine, for any fixed values of $V_0$ and $V_1$, the ranges of values of $E$ in which we have $R = 1$. We shall call these ranges of values of $E$ the diffraction bands.

Now our problem has been reduced to that of computing $R$ for values of $E$ which do not lie in diffraction bands. In treating this phase of the subject we shall follow the course of the actual calculations, without any examination of ways in which the work might have been done more efficiently.

† See, for instance, E. T. Whittaker and G. N. Watson, footnote 4, Chapter XIX.

Of the many methods which have been devised for finding solutions of Mathieu's differential equation, the one which is conceptually simplest is that due to Bruns. This method can be described as follows:

Under the transformation

$$\psi = \exp \int_{s_0}^{s} \varphi(z) dz$$

the Mathieu equation (3') goes over into the Riccati equation

$$\frac{d\varphi}{dz} + \varphi^2 + \theta_0^2 + 2\theta_1 \cos 2z = 0. \quad (5)$$

We seek a solution of this equation in the form of a power series in the parameter \(\theta_1\), say

$$\varphi(z) = \varphi_0(z) + \theta_1\varphi_1(z) + \theta_1^2 \varphi_2(z) + ... ,$$

and we easily find that the functions \(\varphi_0(z), \varphi_1(z), \varphi_2(z), ... \) must satisfy the differential equations

$$\varphi_0' + \varphi_0^2 + \theta_0^2 = 0, \quad \varphi_1' + 2\varphi_0\varphi_1 + 2 \cos 2z = 0, \quad \varphi_2' + 2\varphi_0\varphi_2 + \varphi_1^2 = 0, \quad \varphi_3' + 2\varphi_0\varphi_3 + 2\varphi_1\varphi_2 = 0, \quad \varphi_4' + 2\varphi_0\varphi_4 + 2\varphi_1\varphi_3 + \varphi_2^2 = 0, \quad \cdots \quad (6)$$
Obviously, in order that we shall get the solution which we require, \( \varphi(z) \) must reduce to \(-i\theta_0 \) when \( V_1 = 0 \). Also \( \varphi(z) \) must be periodic with the period \( \pi \). These conditions, together with the equations (6), suffice to determine \( \varphi_0(z), \varphi_1(z), \varphi_2(z), \cdots \) successively and uniquely. We easily obtain the results:

\[
\varphi_0(z) = -i\theta_0
\]

\[
\varphi_1(z) = -\frac{1}{2i} \left[ \frac{e^{2iz}}{1 - \theta_0} - \frac{e^{-2iz}}{1 + \theta_0} \right],
\]

\[
\varphi_2(z) = \frac{1}{8i} \left[ \frac{e^{4iz}}{(1 - \theta_0)^2(2 - \theta_0)} + \frac{2}{(1 - \theta_0^2)\theta_0} - \frac{e^{-4iz}}{(1 + \theta_0)^2(2 + \theta_0)} \right],
\]

\[
\varphi_3(z) = -\frac{1}{16i} \left[ \frac{e^{6iz}}{(1 - \theta_0)^3(2 - \theta_0)(3 - \theta_0)} + \frac{(4 - 3\theta_0)e^{2iz}}{(1 - \theta_0)^3(1 + \theta_0)\theta_0(2 - \theta_0)} \right.
\]

\[
+ \left. \frac{(1 + \theta_0)^2(1 - \theta_0)\theta_0(2 + \theta_0)}{(1 + \theta_0)^3(2 + \theta_0)(3 + \theta_0)} \right] - \frac{e^{-6iz}}{(1 + \theta_0)^2(2 + \theta_0)(3 + \theta_0)}
\]

\[
\varphi_4(z) = \frac{1}{128i} \left[ \frac{(11 - 5\theta_0)e^{8iz}}{(1 - \theta_0)^4(2 - \theta_0)^2(3 - \theta_0)(4 - \theta_0)} \right.
\]

\[
+ \frac{4(15 - 18\theta_0 + 5\theta_0^2)e^{4iz}}{(1 - \theta_0)^4(1 + \theta_0)(2 - \theta_0)^2(3 - \theta_0)\theta_0} - \frac{2(8 - 35\theta_0^2 + 15\theta_0^4)}{(1 - \theta_0)^4(4 - \theta_0^2)\theta_0^2}
\]

\[
+ \frac{4(15 + 18\theta_0 + 5\theta_0^2)e^{-4iz}}{(1 + \theta_0)^4(1 - \theta_0)(2 + \theta_0)^2(3 + \theta_0)\theta_0}
\]

\[
- \frac{(11 + 5\theta_0)e^{-8iz}}{(1 + \theta_0)^4(2 + \theta_0)^2(3 + \theta_0)(4 + \theta_0)}
\]

The functions \( \varphi_5(z) \) and \( \varphi_0(z) \) have been computed also; but, because of their complexity, they will not be exhibited here.

It is easily found that the expression \( \psi'_{0}(x_0)/\psi_{3}(x_0) \) appearing in equation (4) has the value \( \varphi(\pi/4)(\alpha/2) \) in terms of our present notation.

In principle we now have all the information we need to calculate the reflection coefficient \( R \). Furthermore, our experience showed that it is quite easy to compute \( R \) by this method, provided that the value of \( E \) does not lie too near an edge of a diffraction band. However, Brun's method proved to be unsuitable for calculating values of \( R \) for values of \( E \) in the neighborhood of a diffraction band edge, and we were forced to seek another method to obtain these values. After some tentative work with other methods, we

---

6 We must take account of the fact that the symbols \( \psi(x) \) and \( \varphi(z) \), which we are using for convenience, do not represent merely the same function with different arguments. In fact, after the change of the independent variable from \( x \) to \( z \) we have the following relation between the old and new \( \psi's: [\psi(x)]_{old} = [\psi(x_0 + 2z/\alpha - \pi/2\alpha)]_{old} = [\psi(z)]_{new}$.
settled upon a method due to Whittaker, and this was used to complete the
calculations.

Whittaker's method is described briefly in Whittaker and Watson's
fully in papers by Ince. We shall confine ourselves here to some summary
indications of the nature of the method.

The method leads to representations of the solutions of Mathieu's equa-
tion by formulæ which differ in structure depending upon the part of the
\((\theta_0, \theta_1)\) plane in which we are working. We shall give the formulæ for use
in the neighborhood of the point \(\theta_0 = 1, \theta_1 = 0\); the formulæ for use
in other parts of the plane are given by Ince.

Given the values of \(\theta_0^*\) and \(\theta_1\), we first determine a number \(\sigma\) by means of
the implicit equation

\[
\theta_0^* = 1 + \theta_1 \cos 2\sigma + \frac{\theta_1^2}{8} (-2 + \cos 4\sigma) - \frac{\theta_1^3}{64} \cos 2\sigma
+ \frac{\theta_1^4}{512} \left(\frac{32}{3} - 11 \cos 4\sigma\right) + \cdots.
\]

Then we seek a solution of equation (3') in the form

\[
\psi = e^{\mu z} \sum_{n=0}^{\infty} \left\{ a_{2n+1} \cos[(2n + 1)z - \sigma] + b_{2n+1} \sin[(2n + 1)z - \sigma] \right\},
\]

where \(\mu\), the \(a\)'s, and the \(b\)'s are constants. We substitute the expression for
\(\psi\) into the differential equation, and determine values of the constants by
imposing the condition that the resulting relation shall be an identity in \(z\).
After some rather intricate algebraic manipulations we finally arrive at the
following results:

\[
\mu = \frac{\theta_1}{2} \sin 2\sigma - \frac{3\theta_1}{128} \sin 2\sigma - \frac{3\theta_1^3}{1024} \sin 4\sigma + \cdots
\]

\(a_1 = 0, \quad b_1 = 1\)

\[
a_3 = \frac{3\theta_1^2}{64} \sin 2\sigma + \frac{3\theta_1^3}{512} \sin 4\sigma + \frac{\theta_1^4}{8^4} \left( \frac{274}{9} \sin 2\sigma + 9 \sin 6\sigma \right) + \cdots
\]

\[
a_5 = \frac{14\theta_1^4}{(8^3)(9)} \sin 2\sigma + \frac{44\theta_1^4}{(27)(8^3)} \sin 4\sigma + \cdots
\]

\[
a_7 = \frac{35\theta_1^4}{(108)(8^4)} \sin 2\sigma + \cdots
\]

\(^7\) Monthly Notices, Royal Astronomical Society of London: v. 75, pp. 436-448; v. 76,
pp. 431-442.
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\[ a_q = O(\theta_1^2) \]

\[ b_3 = \frac{\theta_1}{8} + \frac{\theta_1^3}{64} \cos 2\sigma + \frac{\theta_1^3}{8^3} \left( -\frac{14}{3} + 5 \cos 4\sigma \right) \]

\[ + \frac{\theta_1^4}{8^4} \left( -\frac{74}{9} \cos 2\sigma + 7 \cos 6\sigma \right) + \cdots \]

\[ b_5 = \frac{\theta_1^2}{192} + \frac{4\theta_1^2}{(9)(8^3)} \cos 2\sigma + \frac{\theta_1^4}{(3)(8^4)} \left( \frac{82}{9} \cos 4\sigma - \frac{155}{18} \right) + \cdots \]

\[ b_7 = \frac{\theta_1^2}{(18)(8^3)} + \frac{\theta_1^4}{(12)(8^4)} \cos 2\sigma + \cdots \]

\[ b_9 = \frac{\theta_1^2}{(180)(8^4)} + \cdots \]

The calculated terms which are exhibited here enable us to calculate the solution \( \psi(z) \) to a certain accuracy, and this accuracy proved to be sufficient for our purposes.

Although this method is very complicated analytically, it was found to be quite convenient for purposes of numerical calculation.

5. The Reflection Coefficient for Large Values of \( E \)

This work is concerned chiefly with the reflection coefficient for small values of \( E \) (actually up to 20 electron volts). However, it is interesting that we can obtain a simple approximate formula for \( R \) for indefinitely large values of \( E \) in the intervals between the diffraction bands.

For this purpose we go back to Brun's method, and we write the dependent variable in equation (5) in the form \( \varphi = -i\theta_0 + \omega \). We find that the new dependent variable \( \omega \) satisfies the equation

\[ \frac{d\omega}{dz} - 2i\theta_0 \omega + \omega^2 + 2\theta_1 \cos 2z = 0, \]

and we seek a solution of this equation in the form

\[ \omega = \omega_0(z) + \frac{\omega_1(z)}{\theta_0} + \frac{\omega_2(z)}{\theta_0^2} + \cdots. \]

The functions \( \omega_n(z) \) are easily computed, and we finally arrive, in an entirely straight-forward way, at the result

\[ \omega(\pi/4) = -i\theta_0 + \frac{\theta_1}{\theta_0^2} + \frac{\theta_1}{\theta_0^4} + \cdots. \]
In [LAM, 1939] we derived an approximate formula for \( R \) when \( E \) is large for the case in which \( V_1 = 0 \). The work involved in that derivation, together with the equation (7), enables us to obtain the desired formula by a simple calculation. The result obtained is the following:

\[
R \approx \frac{V_0^4}{4e^2k^2E^3} \left[ 1 - \frac{\alpha e^2V_1^2}{4V_0^2} \right].
\]  

(8)

The range of validity of the approximate formula (8) has not been determined. The nature of the derivation, and also the form of the result, leads us to suspect that the approximation is good only so long as the ratio \( V_1/V_0 \) does not exceed some bound depending upon the other quantities entering into the expression for \( R \). The approximation certainly breaks down when \( V_1/V_0 \) reaches the value \( 4V_0/(ae^2) \). However, this value is well above any of the values with which we deal with in this work. Consequently, we suspect that the formula can be used, to extrapolate our calculations of \( R \) to higher values of \( E \), without serious danger of error in the cases which we consider here.

6. THE CALCULATED RESULTS

The reflection coefficient depends upon the independent variable \( E \), and upon the three parameters \( V_0, V_1, \) and \( \alpha \). The effects upon \( R \) of taking various values of \( V_0 \) and \( V_1 \) seemed to be of greater interest than the effect of taking various values of \( \alpha \); and, consequently, we confined ourselves in the calculations to a single value of \( \alpha \), namely, \( \alpha = \pi \times 10^{-8} \text{ cm}^{-1} \). This value of \( \alpha \) makes the period of \( V(x) \) in the crystal equal to \( 2 \times 10^{-8} \text{ cm} \).

We took six values of \( V_0 \), proceeding in equal steps from 10 electron volts to 20 electron volts inclusive. These values adequately cover the range which is of interest in connection with actual metals.

Including the calculations reported in [LAM, 1939], we have taken, for each of the values of \( V_0 \), five values of \( V_1 \), proceeding in equal steps from 0 to 0.4 \( V_0 \). Although it is somewhat difficult to say just what value of \( V_1 \) is most appropriate to the case of a specific actual metal, it appears that these values cover the range of values of interest adequately.

The results of the calculations are shown in a self-explanatory form by the curves given in Figs. 4 to 9 inclusive. For the sake of unity, we have included the results which were previously published in [LAM, 1939].

7. PHYSICAL DISCUSSION OF THE RESULTS

The results do not call for much discussion, especially in view of the discussion which Herring and Nichols have given in the paper already referred to. However, there are a few observations which should be made.
Fig. 4—Reflection coefficient as a function of energy. $V_0 = 10$ electron volts.
Fig. 5—Reflection coefficient as a function of energy. $V_0 = 12$ electron volts.
Fig. 6—Reflection coefficient as a function of energy. $V_0 = 14$ electron volts.
Fig. 7—Reflection coefficient as a function of energy. $V_0 = 16$ electron volts.
Fig. 8—Reflection coefficient as a function of energy. $V_0 = 18$ electron volts.
$V_0 = 20$ electron volts.

**Fig. 9—Reflection coefficient as a function of energy.** $V_0 = 20$ electron volts.

<table>
<thead>
<tr>
<th>$\frac{V_i}{V_0}$</th>
<th>Edges in Electron Volts</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>17.409, 17.461</td>
</tr>
<tr>
<td>0.2</td>
<td>17.382, 17.593</td>
</tr>
<tr>
<td>0.3</td>
<td>17.337, 17.812</td>
</tr>
<tr>
<td>0.4</td>
<td>17.275, 18.113</td>
</tr>
</tbody>
</table>
For fixed values of $V_0$ and $V_1$, the reflection coefficient tends to decrease with increasing $E$ over most of the range between any two successive diffraction bands. For fixed values of $V_0$ and $E$, $E$ being in a range between two diffraction bands, $R$ tends to decrease with increasing $V_1$. This is a result which was not anticipated when the work was begun. As was expected, we find a tendency for $R$ to increase with $V_0$ when $E$ and $V_1/V_0$ are held fixed.

The most interesting feature of the results is the behavior of $R$ in the neighborhoods of the edges of the diffraction bands. Unfortunately, the range of values of $E$ considered is not great enough to reveal this behavior very completely. (The failure to consider a greater range of values of $E$ was the result of our reluctance to embark again on the difficult numerical computations relating to the $W_{\pm \alpha, \xi}(\pm \xi)$ functions. Since the necessary computations had been performed earlier for values of $E$ up to 20 electron volts, we decided, unfortunately as it now appears, to confine ourselves to this range.)

The behavior of the curves near the edges of the diffraction bands which occur in the neighborhood of $E = 19$ electron volts (when $V_0$ is 18 or 20 electron volts) does not require much discussion. The reader will observe a small dip in the curves for $V_1 = V_0/10$ just below these diffraction bands. The accuracy of the computations is believed to be high enough that we are justified in taking this dip to be entirely genuine.

When $V_0$ is 10, 12, or 14 electron volts the behavior of the curves for values of $E$ in the neighborhood of zero is rather complicated. Herring and Nichols consider this behavior to be one of the most significant features of the results, and they have given a full discussion of it from the physical point of view.* In view of the availability of their discussion, we may confine ourselves here to a few brief remarks.

In some of the cases which we are referring to now there are diffraction bands extending from $E = 0$ to certain positive values of $E$. (These diffraction bands are shown in a self-explanatory way in the figures.) When such a diffraction band exists the complicated behavior of $R$ for small values of $E$ is a result of the existence of the diffraction band, and it is comparable with the behavior of $R$ in the upper part of the range of values of $E$ in the case in which $V_0 = 20$ electron volts.

In the cases in which we do not have diffraction bands extending upward from $E = 0$ we have to explain the complicated behavior of $R$ in somewhat different terms.

Assuming that we have such a case, let us momentarily ignore the fact that the physically significant values of $E$ are non-negative, and consider $E$ as an unrestricted real parameter. Under this convention concerning $E$,

* Herring and Nichols, footnote 2, pp. 248-249.
we find that there is a diffraction band lying in the range of negative values of $E$, and extending more or less near to the point $E = 0^8$. We shall call this a fictitious diffraction band. Now it is immediately clear that the complicated behavior of our curves arises from the fact that the small positive (and hence physically significant) values of $E$ concerned are near the upper edge of the fictitious diffraction band.

Specifically, what is meant is that there is such a range of values of $E$ in which the exponent $\mu$ is real.
The Use of the Field Emission Electron Microscope in Adsorption Studies of W on W and Ba on W

By J. A. BECKER

The chief conclusions from these studies are given in the Introduction. Table II summarizes the adsorption properties of W on W and Ba on W. These properties vary with the crystal plane and are given for five planes. The extent to which these planes develop depends on T and the applied field, F. The temperature at which W atoms migrate on W at detectable rates depends on the plane and on F, and varies from 800 to 1200°K.

The adsorption properties of Ba on W are quite different for the first layer than they are for subsequent layers. In the first layer for which θ ≤ 1, Ba forms two phases: a condensed phase in which the Ba forms clusters or islands having a median diameter of $100 \times 10^{-8}$ cm, and a dispersed phase consisting of individual atoms. The temperature at which Ba migrates at detectable rates varies from 370 to 800°K from the 110 to the 100 plane. The evaporation rate depends on θ. At θ near 1.0 it is detectable at 1050°K. At 1600°K practically all the Ba is evaporated.

For more than one layer of Ba on W, the Ba forms crystallites which grow outward from the W surface even at room T. Their median diameter is about $400 \times 10^{-8}$ cm and they disappear between 600 and 800°K.

INTRODUCTION AND CONCLUSIONS

E W. MÜLLER,¹ in 1936, described a tube in which the field emission electrons from a very sharp tungsten point were made to impinge on a fluorescent screen and there portray a magnified image of the variation in emission density from different regions on the point. He showed that magnifications approaching a million fold could be obtained. In subsequent papers² he showed how such a tube can yield direct and striking information on the surface structure and on the effects of adsorbed films. Jenkins,³ in 1943, summarized the progress to that date and showed that fields of the order of $10^7$ volts/cm produced pronounced changes in the surface configuration. More recently F. Ashworth⁴ has reviewed the field emission from clean metallic surfaces.

In Fig. 2, (a) and (b) are two examples of photographs of the screen when field emission electrons are drawn from a single crystal of tungsten. The bright and dark regions are caused by variations in the intensity of electron emission from different regions of the tungsten surface. From such photographs it is possible to deduce how the electron work function varies for different crystallographic planes, how adsorbed atoms change this work function, and how the surface deviates from a smooth hemisphere when the tungsten is subjected to a range of temperatures and fields.

It is quite apparent that this new and powerful tool will reveal, on an
almost atomic scale, the nature of adsorption phenomena which are basic to thermionic, photoelectric and secondary electron emission, to catalysis and also to biological processes. Unfortunately, in most of the early work the residual gas pressure in the tube was such that the surface was contaminated in a few minutes and hence the results were probably affected by this contamination. In the present investigation the vacuum conditions were improved to such an extent that the residual gas produced only barely detectable effects after about one week. Under such conditions the following observations and conclusions have been made:

(1) When a sharp point of a single crystal of tungsten is held at 2400°K until a steady state is reached, most of the surface is approximately hemispherical or more precisely paraboloidal. About 20% of the surface consists of three atomic planes which in decreasing order of size are 110, 211, and 100 planes. This is also the order of increasing intensity of field emission. The greatest intensity of emission is from the 611 direction and other directions surrounding the 100 direction. The next greatest intensity comes from the 111 direction and neighboring regions.

(2) For temperatures > 2400°K the area of the 110, 211, and 100 planes decreases; between 2400 and 1050°K the 211 and 100 planes increase steadily in size; below 1050°K the rate of change of area is so slow that no changes are observed in one hour. These changes are ascribed to migration of W atoms on W.

(3) From 1050 to 1200°K, W atoms migrate most easily in the 111 direction on the 211 plane. In this direction the atoms in the outermost layer contact their nearest neighbors but the rows of atoms are separated by 1.635 atom diameters. The migrated W atoms are deposited on the hemispherical surface adjoining the 211 plane and form a crescent shaped mound resulting in an abnormally high field and enhanced emission. In the region between the 211 and 110 planes, W atoms are also mobile in the 111 direction and form a series of step-like planes. In other regions the W atoms show no large scale migration. Above 1200°K, W atoms are mobile everywhere.

(4) When fields of the order of 40 million volts/cm are applied to the surface the rate of change of the surface configuration is greatly increased and migration of W atoms can be observed in one hour on the 211 planes and near-by regions at 800°K. These changes are the same for electron accelerating and electron retarding fields. The rate of change increases rapidly with the strength of the field, perhaps as the square or cube of the field. At $T = 1400°K$ and for fields of $40 \times 10^6$ volts/cm applied for hours, over half of the surface consists of planes: the 211 planes almost meet the 110 planes, and 111 and 310 planes develop. Subsequent glowing without an applied field undoes the effects produced by the field.
(5) When Ba is deposited on clean W, the average work function \( \varphi \) decreases from about 4.4 volts to about 2.1 volts when an optimum amount is reached at somewhere near a monomolecular layer. Further deposition increases \( \varphi \) to that of bulk Ba for which \( \varphi \) is 2.5 volts. For convenience we define the average coverage, \( \theta \), as the Ba concentration divided by the concentration when \( \varphi \) is a minimum.

(6) For \( \theta \) from 0 to 1.0, the emission comes largely from aggregates or clusters of Ba, approximately circular in shape with diameters ranging from 40 to 200 Å and a median diameter of about 100 Å. Between 600 and 900°K these clusters are in violent agitation with the centers of a cluster appearing to shift about half a diameter. Sometimes one cluster may disappear and another one near by appear. We propose that this means that the Ba forms two phases on the tungsten surface: a condensed phase of clusters and a gaseous phase of individual Ba atoms. We propose that the centers of these clusters are irregularities on the tungsten surface where small atomic planes or facets meet to form a valley. Even a clean tungsten surface shows evidence of such irregularities whose distribution in numbers and sizes is about the same as for Ba on W but in which the variation in emission density is much less pronounced.

(7) For \( \theta > 1.0 \), the emission comes mostly from larger aggregates which range in size from 200 to 600 Å or more. They produce spots which are intensely bright and are in continuous agitation of flicker even at room temperature. We associate these larger bright spots with crystallites because we believe them to be caused by Ba crystals which grow out normal to the tungsten surface and thus produce extra large local fields and hence enhanced local emission. These crystallites disappear, presumably due to migration or evaporation, at temperatures from 400 to 600°K.

(8) For \( \theta < 1.0 \) and \( T \) between 600 and 1000°K, the chief effects are due to migration of Ba from one region to another. From 600 to 700°K this migration is restricted to the 211 planes and adjoining regions in the 111 zones; the regions near 100 do not yet show migration. In any region migration starts when the Ba clusters show noticeable agitation. At 800°K cluster agitation and migration occur in all regions and Ba atoms migrate from one side of the point to the other side for a distance of 3000 Å in about 5 minutes. At 900°K the migration rate is more rapid.

(9) For \( \theta < 1.0 \) and \( T \) between 1050 and 1600°K the chief effect is that of evaporation. This is deduced from the fact that, as the temperature is increased progressively in about 100° steps and maintained at each \( T \) for about 5 min., the voltage or field required to obtain an emission of say 10 microamps becomes progressively higher, presumably because \( \theta \) decreases and \( \varphi \) increases. At any one temperature, the rate of evaporation is at first quite rapid but decreases as \( \theta \) decreases. After five minutes the rate is much
less than it was in the first minute, and after about 20 minutes the rate of evaporation is so small that $\theta$ has nearly reached a steady state. To reduce $\theta$ still more it is necessary to increase $T$. At 1600$^\circ$K nearly all the Ba has evaporated and the emission pattern looks like that of clean $W$. Subsequent glowing at still higher temperatures produces only small increases in $\varphi$ and small changes in the emission pattern.

(10) For $\theta = 0.18$ and $T = 800^\circ$K we have observed a marked redistribution of Ba when a high field is applied; some Ba leaves the 211 and 111 regions and accumulates near the 100 regions. If the surface is then held at 800$^\circ$K with zero field, some Ba leaves the 100 region and returns to the 211 and 111 regions. This indicates that the adsorption forces can be modified appreciably by high applied fields.

PART I

DESCRIPTION OF FIELD EMISSION MICROSCOPE TUBE

Figure 1(a) is a cross-section of the tube. The loop which was used to heat the point consisted of $W$ wire 5.7 cm long and .0165 cm diameter. The $W$ point projected about 1 mm beyond the loop. It was formed by repeatedly heating the $W$ wire in a gas flame to oxidize it and removing the oxide with sodium nitrite. Two tantalum wire loops of $2.0 \times 10^{-2}$ cm diameter wire are not shown. They were used to evaporate a tantalum film over most of the glass surface in order to adsorb residual gases and thus decrease the pressure. This proved to be very effective and estimated pressures of $10^{-12}$ to $10^{-14}$ mm Hg. were obtained. The tube also contained a source of Ba which could be deposited on part of the $W$ point and loop. It consisted of a coil of .020 tantalum wire heavily coated with BaO $+$ BeO. The coil con-

![Diagram](image-url)
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sisted of 8 turns, .3 cm diameter. The center of the coil was 2 cm from the point, and the axis of the coil formed an angle of about 30° with the axis of the tube. Since the composition of the source is essentially that of Batalum getters which are known to evaporate Ba, it is assumed that nearly pure Ba evaporated from it. There is, however, the possibility that some BaO evaporated with the Ba. The tube has been in an operable condition for about 12 years.

The tube was baked at 400°C for one hour. Then all the parts were glowed or heated to outgas them. It was rebaked at 410°C for three hrs. The $W$ loop, Ta filaments, and Ba coil were heated so hot that further heating did not increase the pressure. The tube was sealed off at a pressure of $2 \times 10^{-7}$ mm with both Ta filaments at a high temperature. Soon after the tube was sealed off the patterns for clean $W$ and Ba on $W$ were quite unsteady: there were rapid variations in intensity of small bright spots or flickering and there were more gradual changes in the pattern over large areas. After glowing the $W$ loop, Ta filaments, and Ba coil many times and at successively higher temperatures, the flickering disappeared completely and the slow large-area changes became less pronounced or required a longer time to appear. Characteristic patterns could be reproduced at will for any particular treatment. In the early stages the clean $W$ pattern changed noticeably in one minute; later, the time required for a definite change to occur increased to ten minutes, then one hour, then one day, and finally one week or even one month. The effect of the residual gas was to enlarge the 211 planes and darken the 111 zone. The effect of this residual gas could be removed at $T = 800^0K$ in a minute. We suspect that the residual gas is mostly CO.

During the course of many experiments, the $W$ loop was raised from 2200 to 2800°C. Gradually the voltage required to obtain a field emission of 10 microamps from clean $W$ increased from 6000 to 9000 volts. In accordance with Mueller's results we ascribe this to an increase in the radius of curvature of the point from 2 to $3 \times 10^{-5}$ cm.

The lower portion of Fig. 1a shows an enlarged view of the $W$ point and indicates that the tip of the point consists of a single crystal. Hence all possible crystal orientations should be represented on the surface. Figure 1b shows a still further enlargement of the tip of the point. We assume that near the tip of the point the surface is a paraboloid. If the origin is taken at the vertex, and $y$ is measured along the axis and $x$ perpendicular thereto, the equation for the paraboloid is

$$y = \frac{x^2}{2r}$$

where $r$ is the radius of curvature of the "point." The field near such a sur-
face can be calculated if the anode is a larger paraboloid whose equation is given by

\[ y = \frac{x^2}{2(2d + r)} \]  

(2)

provided the origin is at its vertex, \( d \) is the distance between the two vertices, and the axes of the two paraboloids are the same. The field \( F_h \) for points at which \( y = h \), is given by*

\[ F_h = K_h V = \frac{2V}{r(1 + 2h/r)\ln(1 + 2d/r)} \]  

(3)

where \( h \) is distance along the axis of the small paraboloid. At the tip or vertex of the \( W \) point, \( h = 0 \) and

\[ F_0 = \frac{2V}{r \ln(1 + 2d/r)} = K_0 V \]  

(4)

Hence

\[ F_h = F_0 \left( 1 + \frac{2h}{r} \right)^{-\frac{1}{2}} \]  

(5)

For an angle of 60° with the axis, \( h/r = .47 \) and

\[ F_h = .72 F_0 \]

For clean \( W \), this predicts that the emission density at an angle of 60° with the axis should be .008 of the emission density along the axis. For angles less than 10° the field and emission densities should differ only slightly from that for the axis values. Experiment shows that these predictions are qualitatively fulfilled.

Subsequent photographs will show that for clean \( W \) most of the emission comes from regions which surround the 100 plane. For the 611 plane \( \varphi = 4.4 \) volts. The area of these highly emitting regions corresponds to about \( \frac{1}{3} \) of the area of the screen which in turn corresponds to about \( \pi r^2 \) cm² on the \( W \) point. Hence we have taken the highly emitting area to be \( r^2 \) cm². The highest emitting areas make an angle of about 25° with the axis of the \( W \) point or with the 110 direction. From Eq. (3) we calculate that the field is about .924 that at the tip of the point.

In order to obtain a value of \( r \), the radius of curvature of our \( W \) point, we proceeded as follows: We observed the emission current \( i \) as a function of the applied voltage \( V \) and plotted \( \log i - 2 \log V \) vs \( 1/V \). Straight lines were obtained whose slopes and intercepts for clean \( W \) depended on the highest temperature and time at which the \( W \) loop was glowed. We then plotted a similar family of theoretical lines for various assumed values of \( r \). The ex-

* We are indebted to our colleague S. P. Morgan for Eqs. (1) to (4).
experimental curves agreed fairly well with the theoretical ones for both slope and intercept. The values of \( r \), deduced from the location of the experimental lines, ranged from \( 2 \times 10^{-5} \) cm for low temperature treatment to \( 3 \times 10^{-5} \) cm after repeated glowing at \( 2800^\circ K \).

The theoretical family of curves was based on the Fowler-Nordheim equation modified for the electron image effect:

\[
j(\text{amps/cm}^2) = \frac{1.5 \times 10^{-6} K^2 V^2}{\varphi} \epsilon^{-\left(\frac{\varphi}{K V}\right)^{6.8} \times 10^7 f(x)}
\]

in which the field \( = K \times V \) volts/cm and \( x = \frac{3.78 \times 10^{-4} \sqrt{K V}}{\varphi} \). Nordheim gives a table of \( f(x) \) vs \( x \). From this we plotted \( f(x) \) vs \( K V \) for \( \varphi = 4.4 \) volts, and found that for values of the field \( K V \) from 15 million to 95 million volts/cm, \( f(x) \) was given by

\[
f(x) = .968 - 5.54 \times 10^{-9} K V
\]

This range of field covers nearly all values which are usually encountered in field emission. By substituting Eq. (7) in Eq. (6) and putting \( \varphi = 4.4 \), we obtain

\[
j = 3.42 \times 10^{-7} K^2 V^2 \epsilon^{3.47} \epsilon^{-\left(6.06 \times 10^8 / KV\right)}
\]

For a \( W \) point in which the major part of the current comes from an area of about \( r^2 \) cm\(^2\), having a work function \( \varphi \) of 4.4 volts, and making an angle of about \( 25^\circ \) with the axis, the current \( i \) in amperes is given by

\[
\log i = -5.00 + .04 + 2 \log r + 2 \log K + 2 \log V - \frac{2.64 \times 10^8}{K V}
\]

in which \( K \) is a function of \( r, h, \) and \( d \) given by Eq. (3). For the experimental tube the point to anode distance was 4.0 cm. Since the field at the point will vary only slightly with the exact shape of the anode we have put \( d = 4.0 \) cm. For \( r = 3 \times 10^{-5} \) cm

\[
K_0 = 5300 \text{ cm}^{-1}, \ K_h = .924 \ K_0 = 4900 \text{ cm}^{-1}
\]

and

\[
\log i = -7 + .41 + 2 \log V - 5.40 \times 10^4 / V
\]

Similar equations can be deduced for other values of \( r \).

From Eq. (6) it follows that the current density and hence the screen brightness depend on the work function \( \varphi \), and the field \( K V \): the current density increases as \( \varphi \) decreases, and increases as \( K \) increases. Since the single crystal point exposes all possible planes and since it is known that different
planes of $W$ have different work functions, it is to be expected that different regions of the point will emit various current densities. Quantitative calculations show that the ratio of highest to lowest current densities should be at least 300. The current density might also be expected to vary if $KV$ varies due to small local elevations or depressions from the paraboloid. Such hills and valleys or ridges might result in 10-fold variations in current density. Both types of variations are illustrated in photographs which are to follow.

![Field emission patterns from normal clean tungsten and from Ba on W with enlarged planes.](image)

The various physical constants pertaining to the experimental tube are summarized in the left part of Fig. 1b. The error in the value of $r$ is probably less than 20% and the error in the magnification is probably less than 30%.

**FIELD EMISSION FROM A PARABOLOIDAL SURFACE OF A W SINGLE CRYSTAL**

Reproductions of photographs of the screen are shown in Figs. 2, (a) and (b), and 3 (a). Figure 3 (b) shows the indices of the principal regions and zones appearing in these and subsequent reproductions. For the experimental tube and for a point with a radius of curvature of $3 \times 10^{-5}$ cm, the distance between two nearest 211 planes is about 2000 Å. Other dimensions can be scaled off on the reproductions. In these and other reproductions, the treatment given the surface is described in the upper part of the print-
Fig. 3—(a). Pattern of Ba on normal clean W. Note granular structure due to Ba clusters.
(b). Location of principal planes and zones as they appear on the screen.
ing; the lower part describes the conditions under which the photograph
was taken. For example, for Fig. 2 (a) the W point was heated to 2400°K
with zero applied voltage for 30 sec. The photograph was taken with the
point at room temperature, assumed to be 300°K, with +9000 volts applied
to the anode, while a field emission current of 40 microamps was drawn
from the point, and for an exposure of \( \frac{3}{8} \) sec.

From Fig. 2(a) it is easily seen that for “normal clean W” which we define
as W glowed at 2400°K, the 110, 211, and 100 regions emit poorly; the 111
region emits moderately; the greatest emission density comes from a rather
broad band surrounding the 100 region. The center of this band makes an
angle of about 20° with the 100 direction. The 611 plane lies in the central
part of this band. In Jenkins’ Report it is shown that the 110, 211, and 100
dark regions are planes and that the extent of these planes can be increased
by applying high positive fields while the point is at temperatures near
1200°K.

Figure 2(b) shows a photograph for a point which has been treated in
this manner; Ba was then evaporated onto the W and the W loop was
heated until the Ba migrated over the surface. Figure 3(a) shows the emis­
sion from migrated Ba on normal clean W. In Figs. 2(b) and 3(a) the amount
of Ba is rather small, about .10 monolayer. For Ba on tungsten the emission
comes from small “circular” regions with an average diameter of 100 Å.
We interpret these to be small regions in which the Ba atoms cluster together,
thus reducing the work function more than in neighboring regions, and hence
we call such regions clusters.

A careful inspection of the negatives for clean W show that, in regions
other than the 110, 211, and 100 planes, the emission shows a granular
structure with small regions of the order of 100 Å diameter surrounded by
slightly darker regions. We believe this to be due to submicroscopic facets
on the paraboloidal surfaces; these facets form small hills or plateaus and
valleys. On the small hills the local field is slightly greater than in the valleys
and hence the emission from clean W is slightly greater than from the val­
leys. On the other hand we believe that the Ba atoms are held more firmly
in the valleys or troughs where they can contact more W atoms, thus
accounting for the Ba clusters discussed in the preceding paragraph.

Figure 2(b) also shows a series of large elliptical rings with their center
in the 110 plane and their major axis in the 100 zone. The evidence for these
is especially pronounced in the 111 zones. The separation between them is
about 170 Å. This suggests that the 110 plane and the region surrounding
it consists of a series of plateaus of 110 planes elliptical in shape.
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Effect of Temperature in Determining the Size of 110, 211 & 100 Planes

Figure 4 shows the effect of glowing the point at temperatures from 2600 to 1200°K. In each case the temperature was held at a constant value until an approximate steady state was reached. When the photographs were taken, the applied voltages were adjusted slightly so as to maintain a constant average screen intensity. After the 1200°K glowing, the 2400°K was repeated. All the films came from the same pack and were developed together. Other tests showed that the result for a given temperature did not depend upon temperature treatments that preceded it.

From this series of tests we conclude: (1) A single crystal of tungsten which is approximately a paraboloid with a radius of curvature of $3 \times 10^{-5}$ cm and which has been heated for approximately an hour at 2400°K, assumes a surface configuration in which 110, 211, and 100 planes develop. The remainder of the surface consists of small facets or crystal planes of the order of 100 Å across. (2) The 110 planes are rectangular in shape with rounded corners; the 211 planes are slightly elliptical; the 100 planes are circular. (3) As the temperature of glowing decreases from 2600 to 1200°K the diameter of the 100 plane increases from 260 Å to 500 Å; the major axis of the 211 plane increases from 400 Å to 750 Å; the 110 plane changes only slightly in size. (4) At 1200°K small 310 and 111 planes develop and step-like structures develop in the 111 zone between the 110 and 211 planes. (5) The rate at which the surface changes from one steady state configuration to another decreases with temperature. Below 1050°K this rate becomes too slow for convenient observation. (6) At 1050°K in one hour the 211 planes enlarge and the W atoms migrate in the 111 direction on this plane; the excess W is deposited on the adjoining paraboloidal surface.

Effect of High Fields and Temperature in Determining Surface Configuration

Figure 5 shows a series of photographs in which normally clean W was kept at 1400°K while approximately 8000 volts was applied to the anode for one minute to 39 minutes. The last photograph was taken after the W was heated to 1430°K for three minutes without an applied voltage. All photographs were taken with the W at room T. The voltage was adjusted until the total field emission was 30 microamps. As the treatment progresses: the 211 and 100 planes enlarge, while the 110 planes change their shape; the emission density from the 100 and surrounding regions decreases while that near the 111 and regions surrounding the 110–211 planes increases;
Fig. 4—Effect of temperature on size and shape of principal planes for clean W.
Fig. 5—Effect of high fields at 1400°K on size and shape of principal planes for clean W.
in the early stages the intensity increases in the 111 zone "steps" and in the region beyond the 211 plane going toward the 111 plane. We have repeated similar experiments, about 20 times, varying the temperature and field. The rate at which the changes take place increases with temperature and with field. The rate increases more rapidly than the first power, perhaps as the square or cube of the field. In one experiment the direction of the field was reversed; this did not affect the kind of changes nor the rates. In another experiment, the temperature was reduced to 800°K while a field of about 40 million volts/cm was applied; in one hour the 211 planes enlarged perceptibly, the intensity increased just beyond this plane in the 111 direction, and the "steps" in the 111 zone appeared. For fields >40 × 10^6 volts/cm and T = 1500 to 1600°K, most of the surface can be developed into planes; the highest emission comes from broad lines where the planes intersect; and the voltage necessary to obtain a given current is greatly reduced.

Many of these observations can be explained readily if we postulate that W atoms can be polarized and that such atoms will tend to move from low to high fields. The effects of such polarization forces will of course be superimposed on the forces which tend to hold the W atoms in certain crystalline positions. Consider normal clean tungsten after glowing at 2400°K, and concentrate attention on the 211 plane. In the previous section we concluded that above 1050°K, W atoms are mobile on the surface and travel in the 111 direction until they reach the adjoining paraboloidal surface. A model of the 211 plane for W shows that, in the 111 direction, the atoms touch each other but the rows of atoms are separated by 1.635 atom diameters; hence we would expect that atoms on this plane could move quite readily in the 111 direction. Now consider the effects of a high field. At the edge of the 211 plane the field will be larger than average, while at the center it will be less than average so that the field must increase toward the edge. Hence there should be a net force due to the field tending to take atoms off the edge of the plane, and the rate at which the planes develop should be greater with a field than without. Furthermore the extent to which the plane develops should be greater with a field. Since the polarization and the field gradient are probably proportional to the field, and the force is the product of the two, one would expect the field effect to increase with the square of the field. Because the force on the polarized atom due to the field is away from the surface for both positive and negative fields, the field effects should be independent of the direction of the field.

The polarization postulate also explains the observation that after 39 minutes of applied field most of the emission comes from the 111 region and regions surrounding the 211 and 110 planes; and that the emission from
the regions surrounding the 100 plane, such as the 611 or 310 regions, is greatly reduced. Since the mobility of W atoms on 211 and 110 planes is greater than that on 100 planes, we conclude that the forces required to move a W atom on a 211 or 110 plane from a position of equilibrium to a neighboring position of equilibrium are less than those required to move an atom on a 100 plane. A study of models of these planes leads to the same conclusion. The field effect reduces the displacement work on all these planes, and hence we would expect that the 211 and 110 planes would change their shape faster than the 100 plane. The W atoms involved in such changes pile up in regions near their respective planes and thus increase the local field in such regions. Since the rate of migration increases rapidly with the field, these regions will grow at a still faster rate than before. Hence we would expect that such regions would pile up W atoms at the expense of other regions in which the migration rate started out more slowly. The experimental results, interpreted in this way, lead to the conclusion that high fields can result in movement of W atoms over distances of several thousand Angstroms.

We have made about five observations in which this effect continued even at room temperature. If by temperature and field treatment one obtains a pattern in which the emission from a few small spots materially exceeds that of other regions, and if the temperature is then reduced to 300°K while the voltage is kept on for hours, it is found that one or two of these spots will grow in size and intensity while other spots and regions get relatively less intense.

In such cases and in all cases of enhanced local field emission, the pattern can be brought back toward the normal condition by merely glowing the point at temperatures near 1000°K. The more the pattern differed from the normal one, the lower the temperature required to observe changes back toward the normal. One instance of the tendency to approach a normal pattern is that of the last photo in Fig. 5. A series of photos showing this tendency is given in Fig. 6.

**Effect of Temperature in Changing an Abnormal to a Normal Pattern**

Figure 6 shows first a pattern of normal clean W for 2400°K; then follows a pattern produced by treatment at 1200°K with 8900 volts applied for 90 min. During this time the emission increased from 15 to 31 microamps; the next four patterns show the effect of glowing at successively higher temperatures for about an hour. A comparison of photos b and c shows that at 900°K the changes are slight: only a few of the brighter spots near the perimeter of the 110 and 211 planes have decreased in intensity.
Fig. 6—Effect of temperature in changing an abnormal to a normal pattern.
That the surface has changed detectably is shown by the fact that at room $T$ the emission decreased from 31 to 28 $\mu a$ even though $V$ increased from 8840 to 8870 volts. This means that the abnormal "bumps" have decreased slightly. These effects get progressively more pronounced as the glowing $T$ was increased to 1200°K. The 611 region is now the brightest; the small 310 and 111 planes are still poor emitters. A continuation of the test showed that the 111 plane became normal after one hour at 1300°K. The 310 plane became normal after one hour at 1500°K. After one hour at 1600°K, the pattern looked like normal clean $W$ except that the 100 and 211 planes were larger than in photo a of Fig. 6; it was similar to Fig. 4, photo d, after glowing at 1600°K.

**PART II: EMISSION AND ADSORPTION PROPERTIES OF Ba ON W**

**FIELD EMISSION FROM Ba ON W**

Figure 7 shows a series of photographs in which successive units or "shots" of Ba were vaporized onto the $W$ point. The geometry of the tube was such that the greatest rate of deposition occurred on the upper right 611 region (Fig. 3b) and tapered off to zero on an "arc" which passes slightly to the left of the upper left 211, central 110, and lower right 211 planes. (Photo f of Fig. 7) In this series a "shot" of Ba was produced by heating the Ba coil with 2.4 amps for one minute. Later calculations will show that one "shot" deposited about 0.5 to 0.7 of a monolayer in the 611 region so that 7 shots deposited 3 to 5 layers in this region and deposited about 1 layer near the "arc" region.

The first photo shows clean tungsten treated so as to enlarge the 100 and 211 planes and to modify the shape of the 110 plane; the remainder of the surface is approximately on a paraboloid. In these latter regions the emission density is nearly uniform. In the 110 plane on the negative, there is a clear but faint ellipse. This ellipse is enhanced by the Ba in photos b, c, and d. We believe this ellipse to be due to the edge of a 110 plane which extends over only part of the larger underlying 110 plane. At this edge the local field is larger than in nearby regions and hence produces slightly greater emissions even on clean $W$. When Ba is deposited on this plane the edge serves as a nucleation center for Ba clusters even at 300°K. Prominent clusters also appear on the edges of the 211 planes in photos b, c, and d. Clusters also appear on the paraboloidal surfaces. The existence of these clusters shows that Ba atoms can move over a short distance—about 200 Å—even at room temperature.
Fig. 7—Patterns for successively increasing amounts of Ba on W with enlarged planes.
USE OF FIELD EMISSION ELECTRON MICROSCOPE

FORMATION AND DISAPPEARANCE OF CRYSTALLITES

As the number of Ba shots increases in Fig. 7, a large dark region develops and enlarges from the right 100 region. This is due to the well known fact that when the Ba concentration exceeds one monolayer the work function increases. If the Ba atoms remained where they were deposited, one would expect the patterns to consist of broad bright arcs whose centers were at the region of greatest deposition and whose radii would increase with amount deposited; for 7 shots of Ba one would expect a narrow bright arc of nearly maximum possible radius. Such an arc does indeed appear after 6 and 7 shots; but the regions with more than a monolayer are not dark as expected; instead there appear in these regions intensely bright large area emission centers. These just begin to show after 3 shots and become more prominent for 4 to 7 shots. These bright emission centers have properties different from those of the clusters previously described; they are larger, may appear on any plane, are in a continuous state of flicker even at 300°C, disappear at much lower glowing temperatures and can be observed at much lower applied voltages. In accord with Haefer,7 we believe that they are due to Ba crystals which grow normal to the surface; hence the term crystallites seems appropriate. At the crystallites the local field should be much greater than the average field and hence they should be observable at low applied voltages. Different crystallites should have a range of sizes and hence a range of spot sizes. Crystallites should occur only for Ba concentrations greater than monolayers and hence should be nearly independent of the underlying tungsten. Because of the very high current densities through a crystallite, one would expect a considerable increase in local temperature, perhaps even to the melting point of Ba which would change the size and shape of the crystallite and hence the emission; this accounts for the flickering and agrees with the observation that the amount of flickering increases with the applied voltage and emission current. If the crystallites are solid Ba they should evaporate more easily than Ba clusters adsorbed on W. Furthermore the existence of similar crystallites for evaporated films has been deduced from electron diffraction experiments. Hence the evidence for crystallites is quite good.

Figure 8 shows the evidence for the disappearance of crystallites in the temperature range 370 to 615°C. Note that, as T increases from 370 to 510°C, the voltage required to get 50 microamps decreases from 3150 to 2500. Note also that up to 615°C no detectable amount of Ba migrates into the region beyond the outermost arc. The intensity of this arc decreases, presumably because V is decreased.
Fig. 8—The disappearance of crystallites from 370°K to 615°K.
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Migration of Ba on W

Starting at about 800°K, Ba migrates over large distances—from one side of the paraboloid to the other or about 4000 Å. Figure 9 shows the steps in the migration process and the early stages of evaporation. The migration process can be followed continuously by observing the screen for moderate $V$ between 800 and 1000°K. Migration is essentially complete after five minutes at 1045°K. By then the crystallites have disappeared completely and with them abnormally high local fields. It is therefore possible to compute the field from the applied voltage. Then, as explained above, values of $\varphi$ and $\theta$ averaged for the whole surface can be computed. In this way we find that for photos c and d in Fig. 9, $\varphi = 2.00$ and $\theta$ is about 1.00.

Evaporation of Ba on W

For $T \geq 1200°$ evaporation can be observed in five minutes. This is evidenced by the fact that after such glowing the value of $V$ required for a given current increases. The details of the evaporation are continued in Fig. 10. From the values of $V$ and $i$, values of $\varphi$ and $\theta$ have been calculated and are shown in Table I. From this table it appears that nearly all the Ba is evaporated in five minutes at 1600°K.

Further information on how the evaporation rate at a given $T$ varies with $\theta$ can be deduced from experiments for which no photos are shown. Suppose, in the above series of experiments, the point had been glowed for twenty minutes instead of five minutes, the calculated Ba concentration $\theta$ would have reached a somewhat lower value than .80, say .75. Still further glowing would have reduced $\theta$ only slightly. From this we conclude that at $T = 1200°$ and $\theta = .75$ the rate of evaporation or $d\theta/dt$ is so small that additional glowing for twenty minutes reduces $\theta$ by small amounts. If now $T$ is raised to 1300°K for one minute, $\theta$ is substantially reduced, perhaps to .65. After five minutes at 1300°K, $\theta$ might be .55. After twenty minutes at 1300, $\theta$ might be .51. Long times at 1300°K might reduce $\theta$ to .50. Only by raising $T$ above 1300°K could $\theta$ be substantially reduced below .50. These observations suggest that the rate of evaporation of Ba on W depends not only on $T$ but also on $\theta$; for a constant $T$ it is substantially 0 for all values of $\theta$ less than a critical value $\theta_c$. Above $\theta_c$, the evaporation rate increases rapidly with $\theta$, perhaps exponentially. Hence the probability of evaporation of a particular Ba atom depends on the proximity of neighboring atoms. This must mean that the forces between adsorbed Ba atoms are comparable to though smaller than the forces between Ba and W. A plot of the $\theta$ values in Table I vs $T$ would show that $\theta_c$ varies linearly with $T$ between 1130 and 1430 or between $\theta = 1.00$ and .18.
Fig. 9—Migration of Ba on W from 800 to 1045°K. Evaporation of Ba on W from 1130 to 1275°K.
Fig. 10—Evaporation of Ba on W from 1330°K to 1670°K.
Temperature Effect on Clusters

The photos in Figs. 9 and 10 show that, for all values of $\theta$ from 1.0 to .10, the emission comes largely from clusters. It is interesting to observe, but difficult to portray in photographs, what happens if the temperature is raised above room $T$ but kept below that at which it had previously been heated to reduce $\theta$. As a specific instance we choose a case in which the treatment $T$ was 1380°K for five minutes—photo b in Fig. 10—for which $\theta = .28$. With an applied voltage at $T = 300^\circ$K, the whole pattern and the clusters in particular are very steady. If $T$ is now raised to about 700°K, the clusters bordering on the 211 planes and those in the 111 zone appear to be agitated: the brightness of any one cluster fluctuates up and down and the center of the cluster moves over about half a cluster diameter. Clusters in other regions are perfectly steady. As $T$ is raised the 211 clusters agitate more violently and the clusters in nearby regions begin to agitate. At still higher $T$, the clusters in the 111 region begin to agitate but those surrounding the 100 plane are still steady. For $T$ near 800°K all clusters show some agitation. At 1045°K, the clusters near the 110, 211, and 111 planes agitate so violently that individual clusters can no longer be distinguished but merge into one another producing bright bands which presumably reveal contours on the tungsten surface. However, the clusters in the regions surrounding the 100 plane agitate so slowly that in a photo of $\frac{1}{2}$ sec exposure they appear to be stationary. Photo a, Fig. 11 shows the result. Photo b shows the pattern immediately afterward at $T = 300^\circ$K. These observations can be repeated as often as one pleases.

Effect of Field on the Redistribution of Ba on W

Photos c to f of Fig. 11 show that fields of 30 to 40 million volts/cm can redistribute some Ba from the 110, 211 and 111 regions to the regions surrounding 100. Photo c shows the pattern after glowing at 1430°K for five minutes with $V = 0$. Photo d shows the pattern at $T = 800^\circ$K after 3 min. with $T = 800^\circ$K and $V = 7380$ volts. When $T$ was reduced to 300°K, the pattern did not change appreciably. However, when $T$ was kept at 800°K for three minutes with $V = 0$, the pattern changed drastically as shown in photo e. Photo f shows that the redistribution is not the result of glowing
Fig. 11—Effect of temperature and field on the agitation of clusters and the redistribution of Ba. At 800 to 1000°K, Ba clusters are violently agitated near 211 and 111 planes but relatively stationary near 100 planes. High fields cause Ba to migrate from 111 and 211 regions to 100 regions.
at 800°K. To get the redistribution effect it is necessary to have both a high $T$ and a high $V$.

It is fascinating and instructive to watch this redistribution progress slowly. To do this we start with a pattern like that in photo e with $T = 300°K$ and $V = 7370$ volts. The clusters are steady everywhere. $T$ is then raised to 800°K and the pattern observed for three to ten minutes. At first the clusters in the 110, 211, and 111 regions are in violent agitation while the few clusters in the 100 region are stationary. In ten seconds a few more clusters appear in the 100 region. When a new cluster appears it seems to do so suddenly. One gets the impression that one cluster pushed a neighboring one closer to the 100 plane or that one cluster grew at the expense of material from a neighboring one. Gradually as the concentration of clusters in the 100 region increases, the brightness of this region increases while the brightness in the 110, 211, and 111 regions decreases. A steady state is reached in three to five minutes.

**Table II**

**SUMMARY OF ADSORPTION PROPERTIES FOR FIVE PLANES ON A SINGLE CRYSTAL**

<table>
<thead>
<tr>
<th>Plane</th>
<th>110</th>
<th>211</th>
<th>100</th>
<th>111</th>
<th>611</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clean W</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approximate $e$ in volts</td>
<td>$&gt;4.9$</td>
<td>4.8</td>
<td>4.6</td>
<td>4.40</td>
<td>4.2</td>
</tr>
<tr>
<td>Size in Å for $T = 2400°K$</td>
<td>$1700 \times 1300$</td>
<td>$400 \times 260$</td>
<td>$&lt;20$</td>
<td>$&lt;20$</td>
<td></td>
</tr>
<tr>
<td>Size in Å for $T = 1200°K$</td>
<td>$1700 \times 1100$</td>
<td>$750 \times 500$</td>
<td>75</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>Size for large $T$ and $P$</td>
<td>Changes shape</td>
<td>$1300 \times 800$</td>
<td>$400 \times 20$</td>
<td>$&lt;20$</td>
<td></td>
</tr>
<tr>
<td>$^c$K for W migration, $V = 0$</td>
<td>1050</td>
<td>1050</td>
<td>1200</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^c$K for W migration $V = 9000$</td>
<td>800</td>
<td>800</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ba on W; $\theta &lt; 1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size of clusters in Å</td>
<td>50 to 200; median 100</td>
<td></td>
<td>300</td>
<td>300</td>
<td></td>
</tr>
<tr>
<td>$^c$K for cluster formation</td>
<td>300</td>
<td>370</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^c$K for cluster disappearance</td>
<td>370</td>
<td>420</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^c$K for Ba migration</td>
<td>370</td>
<td>420</td>
<td>800</td>
<td>$\sim 500$</td>
<td>$\sim 600$</td>
</tr>
<tr>
<td>$^c$K for evaporation: depends on $\theta$.</td>
<td>1050 to 1600</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ba on W; $\theta &gt; 1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size of crystallites in Å</td>
<td>200 to 600; median 400</td>
<td></td>
<td>300</td>
<td>300</td>
<td></td>
</tr>
<tr>
<td>$^c$K for crystal formation</td>
<td>300</td>
<td>300</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^c$K for crystal disappearance</td>
<td>600</td>
<td>600</td>
<td>800</td>
<td>800</td>
<td></td>
</tr>
</tbody>
</table>

**References**

Heat Dissipation at the Electrodes of a Short Electric Arc

By L. H. GERMER

Platinum contacts are brought together 60 times a second, discharging on each closure a condenser of 0.01 mf capacity charged to 40 volts. The heat flowing along each electrode is calculated from a temperature difference measured by thermocouples, and from this is determined the energy dissipated at each contact. If there is no arc on closure, the energy is the same on the two contacts, and is small. If there is an arc between the contacts before they touch, about 58 per cent of its energy is dissipated upon the anode and about 42 per cent upon the cathode. The distribution is the same in an arc between clean "inactive" electrodes and in the entirely different kind of arc occurring between carbonized "active" electrodes. This information may be significant in developing, an understanding of closure arcs which are the sole cause of the erosion of electrical contacts on closure.

This paper is an account of direct calorimetric measurements of the energy dissipated at positive and negative electrodes when they are brought together to discharge a condenser. The experiments are called for by the fact that the erosion at the closure of electrical contacts is due to arcing, and understanding how the energy of a closure arc is distributed between the electrodes is likely to help in developing a comprehensive theory of this arc which in turn may aid in the control of contact erosion.

The experimental method is an adaptation to the present problem of a procedure used earlier in which crossed wires are separated and brought together 60 times per second by means of a magnetic loudspeaker unit, each closure discharging a condenser which is recharged after the wires have been separated. For the present experiments the two wires are made of platinum and are rather heavy, and the flow of heat in each of them is measured by a pair of thermocouples. There is a known length of wire between the two thermocouples of each pair which are connected in series to oppose each other, so that a galvanometer in either circuit will give a deflection proportional to the difference in temperature across the wire.

The flow of heat along each wire is calculated from this temperature difference and the thermal conductivity and dimensions of the wire. After making some corrections this gives the amount of energy dissipated upon the electrode at each discharge of the condenser.

The two platinum test wires have diameters of 0.0635 cm and each is about 2.2 cm long from its end to the point where it is clamped in a very

3 This is the experimental arrangement used by J. J. Lander in measuring heat flow in his determinations of Thomson coefficients. Phys. Rev. 74, 479 (1948), Fig. 3.
heavy copper block. The thermocouples are Chromel-Alumel wires of 0.012 cm diameter and one couple of each pair is welded to its platinum wire 2.0 cm from the point where the wire is clamped in its copper block; the other couple of the pair is electrically insulated by a glass coating and is buried in a deep hole in the block. The electrical contact is made between points of the platinum wires a little beyond the welded thermocouples, and opening and closing of the circuit is achieved by striking one of the platinum wires beyond the point of electrical contact with the insulated armature of a speaker unit vibrating at 60 cycles. Each heavy copper block with its platinum wire is mounted on a cantilever bar, the end of which can be moved by a screw to permit fine adjustment of the contacts. Adjustment can be made also by varying the voltage supplied to the speaker unit.

In order to minimize thermal disturbances this equipment is mounted on a heavy steel base, and the speaker unit, which dissipates about 0.01 watt during operation, is thermally insulated from the contacts by three concentric heavy aluminum covers each in very good thermal contact with the steel base. All of this equipment is covered by a silvered bell jar of 21 cm inside diameter. An aluminum covered Celotex housing surrounds the bell jar and the thermocouple galvanometer, except for a small glass window for reading the galvanometer. The galvanometer light is turned on for only about one second at the time of each reading. The experiments are made in a constant temperature room.

All of the significant tests consist in measurements of the heat flow along the platinum wires when they are brought together 60 times per second discharging at each closure a capacity of $10^{-8}$ f charged to a potential of 40 volts. At this potential an arc occurs between clean platinum electrodes if the circuit inductance is less than about $10^{-6}$ h, but there is no arc if the inductance is much higher than this. If the electrodes are operated in the presence of any one of various organic vapors they become coated with carbonaceous material and arcing then occurs at every closure even when the inductance is quite high. Measurements have been carried out under three different experimental conditions: (1) clean electrodes with a circuit inductance of $0.05 \times 10^{-6}$ h and an arc at every closure, (2) clean electrodes with a circuit inductance of $10 \times 10^{-6}$ h and no arcing, and (3) electrodes slightly carbonized by d-limonene vapor with a circuit inductance of $10 \times 10^{-6}$ h and an arc at every closure. The condition of arcing on every closure, or of complete absence of all arcing, was readily determined for each experiment by continuous oscillographic observation. The potential of 40 volts was chosen as the highest at which there is never a second arc (in the reverse

---

*See reference 1, Fig. 1.*
HEAT DISSIPATION AT ELECTRODES OF SHORT ELECTRIC ARC

Experiments under conditions 3 were carried out with the limonene vapor pressure maintained at about the lowest value at which activation can be produced (0.06 mm Hg in most experiments). At this low pressure activation does not develop until the electrodes have been operating for some time, but when it develops the open circuit potential after an arc is −5 volts which is also the value reached after arcing in the inactive condition. The observance of this open circuit voltage is proof that each arc is an arc in platinum vapor, and not carbon.

An example of data taken upon active (carbonized) electrodes with a circuit inductance of $10 \times 10^{-6}$ h (conditions 3), and an arc at every closure ending in an open circuit potential of −5 volts as verified by continuous observation of the oscilloscope recording the potential across the contacts,
is given in Fig. 1. The ordinates are readings of the galvanometer when it was in series with the thermocouples in the moving contact. The circuit for charging the condenser to 40 volts prior to each closure was turned on at 4 minutes with the potential of the moving contact positive. The potential was reversed at intervals of 1½ minutes and finally turned off at 15 minutes. The deflections of 43.9 and 55.1 mm occasioned by the energy dissipated at the contact by the discharge of the condenser respectively when the contact was negative and when it was positive are translated into temperature differences of \( \Delta T = 0.1213 \) and \( \Delta T = 0.1523°C \) by multiplying by \( a \beta \) where \( \alpha = 3.36 \times 10^{-9} \) amp/mm of the galvanometer deflection, \( r = 33.7 \) ohms circuit resistance, and \( \beta = 2.44 \times 10^4°C/volt \) thermocouple sensitivity. Neglecting for the moment small corrections due to radiation and convection losses, these temperature differences are converted into heat flow along the wire of 22.4 and 28.1 ergs per closure by multiplying them by the factor \( B = 184.5 \) obtained from the dimensions of the wire, the thermal conductivity of platinum \( k = 0.699 \) watt/cm°C, and the factor 60 representing the number of closures per second.

The heat flow in one of the wires differs from the heat dissipated by the arcs upon that wire because of radiation and convection losses, and because the higher temperature of the positive electrode results in some conduction of heat to the negative electrode at their point of contact. It has been found expedient first to obtain data which are intended to be free from the last of these three sources of error and then to correct for radiation and convection losses as obtained by calculation.

The energy in the electrode wires corresponding to the average excess temperature of the wires above their surroundings (0.07°C) represents the total energy of about 500 arcs. Thus the large scale temperature distribution in one wire is inappreciably changed during the time the wires are in contact after an arc, and the transfer of heat from one to the other can be corrected for by making measurements of \( \Delta T \) across each wire for different fractions \( x \) of each cycle during which the wires are in contact and extrapolating the values so obtained to find \( \Delta T_0 \) for zero time of contact. Data of this sort for experimental conditions listed as (1) above are plotted at the lower left side of Fig. 2, and for conditions (3) at the lower right side of the figure; the \( \Delta T_0 \) values from these curves are written down on the first line of Table 1. On the upper half of the figure is plotted the total heat flowing along both wires as calculated by multiplying \( \Delta T \) by the factor \( B = 184.5 \) (not correcting for radiation and convection losses).

All the solid circles on Fig. 2 (and Fig. 3 also) represent measurements upon the moving electrode, and the open circles measurements upon the stationary electrode. Differences between the solid circles and the open
### TABLE I

**Heat Dissipation Data**

<table>
<thead>
<tr>
<th></th>
<th>Inactive Electrodes</th>
<th>Active Electrodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( L = 0.03 \times 10^{-6} ) Arc at Every Closure</td>
<td>( L = 10 \times 10^{-6} ) No Arcing</td>
</tr>
<tr>
<td></td>
<td><strong>Anode</strong></td>
<td><strong>Cathode</strong></td>
</tr>
<tr>
<td>1. ( \Delta T_0 ) from Fig. 2</td>
<td>0.1513°C</td>
<td>0.1217°C</td>
</tr>
<tr>
<td>2. Correction to ( \Delta T_0 ) from Fig. 3</td>
<td>+0.0050</td>
<td>-0.0050</td>
</tr>
<tr>
<td>3. ( \Delta T_0 ) corrected for conduction at closure</td>
<td>0.1563</td>
<td>0.1167</td>
</tr>
<tr>
<td>4. Ergs/closure from ( \Delta T_0 )</td>
<td>28.85</td>
<td>21.53</td>
</tr>
<tr>
<td>5. Radiation correction (ergs/closure)</td>
<td>0.12</td>
<td>0.09</td>
</tr>
<tr>
<td>6. Convection correction (ergs/closure)</td>
<td>1.63</td>
<td>1.23</td>
</tr>
<tr>
<td>7. Ergs/closure, final values</td>
<td>30.58</td>
<td>22.85</td>
</tr>
<tr>
<td>8. Total ergs/closure</td>
<td>53.43</td>
<td>53.43</td>
</tr>
</tbody>
</table>
Fig. 2—Heat flow data at different values of \( x \), the fraction of the time the electrodes are closed. Left hand curves, inactive electrodes, inductance \( 0.05 \times 10^{-6} \mu \), closing at 3.3 cm/sec. Right hand curves, active electrodes, inductance \( 10 \times 10^{-6} \mu \), closing at 2.5 cm/sec.

Fig. 3—Data for different velocities at closure, all for \( x = 0.5 \). Left hand curves, inactive electrodes, inductance \( 0.05 \times 10^{-6} \mu \). Right hand curves, active electrodes, inductance \( 10 \times 10^{-6} \mu \).
Heat Dissipation at Electrodes of Short Electric Arc

Circles are to be attributed to differences between the electrodes, probably in the effective mean diameter. For observations in the active condition the solid circles of Fig. 2 are consistently higher than the open circles, but the opposite is true for measurements upon inactive surfaces. This reversal is not significant; it was brought about by an accident which necessitated rewelding the thermocouple to the moving electrode after the measurements upon the active surfaces had been completed and before the measurements upon the inactive surfaces. In earlier preliminary tests there was no difference of this sort; one must conclude that the welding operation altered the moving electrode. (In the case of the plots at the left of Fig. 3 below, some of the data were taken before the rewelding operation and some after.)

The continuous curves drawn on the lower half of Fig. 2 have the ordinates \( W\varepsilon_x/B \) for the positive electrode and \( W(1 - \varepsilon_x)/B \) for the negative, where \( W \) is the total energy per closure represented by the horizontal lines at the top of the figure and \( \varepsilon_x \) is the fraction of the energy flowing down the positive electrode. \((0.5 < \varepsilon_x < 1)\). The energy lost by the positive to the negative electrode by conduction per closure is clearly \((\varepsilon_0 - \varepsilon_x)W\). The temperature difference between the wires near the point of contact is \((W/B)(2\varepsilon_x - 1)\) and, from analogy with the electrical formula for the spreading resistance of a circular contact of diameter \( l \), the heat flow from one electrode to the other per second is found by multiplying this temperature difference by \( lkx \) and the heat flow per closure by further dividing by 60. Equating the two expressions for heat flow one obtains \( \varepsilon_x = (60 B\varepsilon_0 + lkx)/(60 B + 2lkx) \). The curves drawn on Fig. 2 have shapes determined by this expression with the two parameters \( \varepsilon_0 \) and \( l \) chosen to fit the experimental points. The resulting values of \( \varepsilon_0 \) and \( l \) are: \( \varepsilon_0 = 0.58, l = 11 \times 10^{-4} \) cm for the inactive electrodes and \( \varepsilon_0 = 0.57, l = 3.3 \times 10^{-4} \) cm for the active electrodes.

If the area of contact were truly circular and the contacting electrodes were crossed cylinders of perfect cross-section, these values of \( l \) would be simply related by elastic theory to the forces \( F \) holding the electrodes together when they are in contact. The formula is \( l = [6FD(1 - \nu^2)/E]^1 \) where \( D \) is the diameter of the wires, \( E \) is Young’s modulus for platinum and \( \nu \) is Poisson’s ratio. If we take \( E = 13 \times 10^8 \) gm/cm\(^2\), the above values of \( l \) correspond respectively to forces of 5 and 0.1 grams weight. No significance can, of course, be attached to these values of force other than to observe that they are not wildly unreasonable.

The average lapse of time between the end of each arc and contact of

---

the electrodes at or near the place where the arc occurred can be calculated from the velocity of the moving electrode at contact and the average separation of the electrodes when the arc took place. Measurements of this separation have been made earlier. Rough calculation of the local temperatures of the electrodes near the point of contact, making use of this average elapsed time, have shown that when contact is made these local temperatures are still far above the mean temperatures at the ends of the wires (perhaps higher by 10°C). The local temperatures reach the mean temperatures in a time which is very short in comparison with 1/60 second, and thus the conduction of heat from the positive to the negative electrode due to this local high temperature is not corrected for by the extrapolations of the curves of Fig. 2. This correction can be made by obtaining $\Delta T$ measurements for different electrode velocities and extrapolating to zero velocity. Such data are plotted in Fig. 3. It is obvious that the curves of the lower half of this figure must become horizontal as they approach zero velocity, but no other theoretical deduction has been made regarding their shapes. The differences between the $\Delta T$ values at the velocities of the data of Fig. 2 and at zero velocity are the required corrections, and these are written down on line 2 of Table 1. The correction seems to be small (0.001°C), or perhaps zero, for the active electrodes (right-hand side of Fig. 3) but amounting to about ± 0.005°C for the inactive electrodes (left-hand side). That the former should be smaller than the latter is in line with our knowledge that an arc between electrodes which are approaching each other will occur when they are farther apart if the electrodes are active than if they are inactive.

The values of $\Delta T_0$ after applying the corrections of line 2 of Table 1 are written down on line 3. On line 3 are given also (columns 2) measured values of $\Delta T$ for inactive electrodes in a circuit containing an inductance of $10 \times 10^{-6} \text{H}$ which completely prevented any arcing. On line 4 are values of the energy dissipated upon the electrodes per closure calculated from the $\Delta T_0$ values of line 3. One must still consider corrections due to radiation and convection losses from the surfaces of the wires and radiation loss from the arc itself. These are taken up one at a time in the following paragraphs.

If the only correction were due to radiation from the surfaces of the warm wires, the heat put into the end of a wire per second $w$ would be related to $\Delta T_0$ by the equation

$$w = k\omega \Delta T_0 / L + H \Delta T_0 / 3,$$

where $k$ is thermal conductivity, $\omega$, $L$ and $A$ are respectively the cross-sectional area, length and surface area of the wire, and $H = 4T^3_0 \sigma r$, the

7 L. H. Germer, *J. Appl. Phys.* September 1951, Table I, line 3. (in press)
HEAT DISSIPATION AT ELECTRODES OF SHORT ELECTRIC ARC

For $T_0 = 300^\circ$K and the emissivity $\varepsilon = 0.05$ at room temperature, the second term of this expression reduced to ergs per closure has the values listed as "radiation correction" on line 5 of Table I; these corrections are negligible.

The convection loss from a horizontal cylinder of diameter $D$ has been given as $0.27A(\Delta T)^{5/4}/D^{1/4}$ in B.T.U. per hour with $\Delta T$ in °F, $D$ in feet and $A$ in square feet. For our system of units this becomes $4180A(\Delta T)^{5/4}/D^{1/4}$ ergs/sec. To make the differential equation for heat flow linear this can be written approximately $4180A(\Delta T_0/2)^{5/4}\Delta T/D^{1/4}$, and the heat put into the end of the wire per second taking account of convection loss would then be given by equation (1) with $H = 4180(\Delta T_0/2D)^{5/4}$. The second term of this expression reduced to ergs per closure has the values listed as "convection correction" on line 6 of the table.

That the heat lost from the arc itself is quite negligible is clear from estimates of the duration of the arc and of its superficial area. The arc time is $\pi(LC)^{1/2}$ which has the values 0.07 and $1.0 \times 10^{-6}$ sec respectively for the inactive and for the active surfaces. The average area of the arc which is effective in radiating is probably a great deal less than the area of the pit formed on one of the electrodes $\pi d^2/4$. In some experiments it was found that $d^3 = 3.8 \times 10^{-11}$ cm$^3$/erg. If this estimate of pit diameter is right for the present tests, and we take the arc temperature to be the boiling point of platinum $4803^\circ$C and the duration of the arc $1 \times 10^{-6}$ sec, the radiation loss comes out to be 0.01 erg. This is a gross upper limit.

**Reduction of the Data**

Not all of the energy in the charged condenser is dissipated in an arc on closure. During the arc some energy is dissipated by current flowing through circuit resistance, including spreading resistance in the electrodes at the site of the arc, and after the arc is over all of the remaining energy is so dissipated. We need to sort out the amounts of energy which are spent in these different ways in order to make a careful analysis of the data represented by the numbers on lines 7 and 8 of Table I.

The total energy is $e_0 = CV_0^5/2$ where $C = 10^{-8}f$ and $V_0 = 40$ volts in all of the experiments of this paper ($e_0 = 80$ ergs). The energy dissipated in an arc is $e_a = C(V_0 - V_1)v$, where $V_1 = -5$ volts is the potential across the

---

9 This low value seems to be well established. See the paper by A. G. Worthing in a book "Temperature," Reinhold Pub. Co., 1941, Fig. 7 on p. 1175.
11 L. H. Germer and F. E. Haworth, *Jl. App. Phys.* 20, 1085 (1949), Fig. 5 on page 1088.
12 Reference 2, Table II on page 914.
open electrodes when the arc is over and \( v = 15 \) (for platinum)\(^{13}\) is the arc voltage assumed to be strictly constant during the life of each arc which is very closely true. The energy left in the circuit after an arc is over is \( CV^2/2 \). The total energy dissipated in the circuit is \( C[V_o^2/2 - (V_o - V_1)v - V^2_1/2] \) during the arc, plus \( CV^2/2 \) afterwards. When closure occurs without an arc (conditions 2) the total initial energy \( CV_o^2/2 \) is dissipated in the circuit. Some of the circuit energy appears in the electrode wires and is measured, as shown by the numbers of lines 7 and 8 of columns 2. It can probably be safely assumed that the fraction of the circuit energy which appears in the electrode wires is the same whether or not there is an arc. With this assumption, and knowledge of \( V_1 \) and \( v \), we can use the data of columns 2 and 3 to calculate two parameters, \( \eta \), the fraction of the circuit energy which appears in the electrode wires, and \( \theta \), the fraction of the arc energy which is dissipated upon the positive electrode for the active condition. The data of columns 1 are not to be used with those of columns 2 and 3 because of a different electrical circuit and in consequence a different (and no doubt larger) value of \( \eta \).

Quantities of interest are defined here:

- total energy \( e_0 = CV_o^2/2 \)
- arc energy \( e_a = C(V_o - V_1)v \)
- energy which is measured | arch, \( e_a + \eta(e_0 - e_a) \)
  (true value) | no arch, \( \eta e_0 \)
- factor by which all energy measurements are in error (i.e., experimental error) \( \xi \)
- fraction of arc energy at positive electrode \( \theta \)
- values obtained | arc, positive electrode, \( w_+ \)
  by measurement | arc, negative electrode, \( w_- \)
  | no arc, total energy, \( w_0 \)

From the way these definitions have been given it is clear that

\[
\begin{align*}
w_0 &= \xi \eta e_0 \\
w_+ + w_- &= \xi \eta \left[ e_a + \eta (e_0 - e_a) \right] \\
w_+ &= \xi \eta \left[ e_a \theta + (e_0 - e_a) \eta \xi/2 \right]
\end{align*}
\]

These equations yield

\[
\begin{align*}
\xi &= [(w_+ + w_-)e_0 - (e_0 - e_a)w_0] / e_0 e_a \\
\eta &= w_0 e_a / [(w_+ + w_-)e_0 - (e_0 - e_a)w_0] \\
\theta &= [2w_+ - (e_0 - e_a) \xi \eta] / 2 \xi e_a.
\end{align*}
\]

The known numerical values of \( C, V_o, V_1 \) and \( v \) give, in ergs, \( e_0 = 80, e_a = 67.5 \), circuit energy dissipated during an arc = 11.25, circuit energy dis-

\(^{13}\) Reference 1, Table II, page 957.
sipated after an arc $= 1.25$. We identify $w_+$ and $w_-$ with the numbers so designated in Table I. When the value of $w_0$ is taken from the table we implicitly assume that the electrical spreading resistance at the contact is so much larger than the rest of the resistance of the electrode wires that substantially all of the heat $w_0$ is generated in the spreading resistance and not along the wires. With this assumption we obtain,

$$\xi = 0.765$$
$$\eta = 0.282$$
$$\theta = 0.580.$$

The final result of the experiment is represented by the number $\theta = 0.58$ which means that a metal vapor arc between activated platinum electrodes dissipates 58 per cent of its energy upon the positive electrode and 42 per cent upon the negative electrode. This result differs only slightly from $w_+/(w_+ + w_-) = 0.577$, the difference being the correction due to resistive heat developed equally in the two electrodes. For the inactive electrodes we obtain $w_+/(w_+ + w_-) = 0.572$ which is in close agreement, and it too must differ only slightly from the value which would be obtained if data were available for making the correction due to resistive heat.

**Reliability of Results**

The fact that the experiments account for only $\eta = 0.765$ of the total energy need not be disturbing. It seems most likely that an inaccurate value for the thermal conductivity of the platinum wires and imperfect geometry of the wires account for this. The low resistance of the thermocouple circuits does not affect the indications of temperature difference which they give.

The large corrections of line 2 in columns 1 are highly uncertain as one sees readily by inspection of the corresponding curves of Fig. 3. If these corrections were taken to be zero one would obtain $\theta = 0.556$. It certainly seems unlikely that $\theta$ for inactive platinum electrodes can be less than this value.

**Interpretation**

There are previous observations upon closure arcs between inactive electrodes which must be correlated with the results of these measurements. There are no corresponding earlier data upon active electrodes.

A single closure arc between inactive platinum electrodes produces a pit on the positive electrode having a volume which is comparable with that to be expected if all of the energy of the arc is dissipated upon that electrode and is used there in melting and vaporizing metal with all of the
molten metal blown out from the arc crater by the pressure of metal vapor.\textsuperscript{14} The metal from the crater is deposited in a rim about it and upon the negative electrode. There is considerable roughening of the negative electrode but none of its metal has been found upon the anode. This roughening indicates, no doubt, that a small fraction of the energy is dissipated directly upon the cathode. Estimates of the amount of metal transferred from positive to negative, made after many thousands of closure arcs, have shown that about 1 per cent of the metal from an anode crater reaches the cathode. Microscopic examination of the surfaces after a single arc reveals that the transferred metal upon the cathode seems to be much greater in amount than the 1 per cent found after many arcs. There is thus a distinct disagreement between the results of transfer measurements after many arcs and what one sees upon the surface of the cathode after a single arc.

Measurements of the present paper could be accounted for by assuming that most of the energy of a closure arc is dissipated upon the anode in melting and boiling metal, and that the energy is then located in this displaced metal with 58 per cent of it finally freezing on the anode and 42 per cent on the cathode. This tentative conclusion agrees with microscopic observations upon the electrodes after a single closure arc but is in sharp disagreement with the results of measurements of transfer of metal resulting from many arcs.

At the time this paper is being written it is felt that more penetrating experiments are called for, and in particular transfer measurements upon both active and inactive surfaces under experimental conditions which are better controlled than any which have been made previously.

\textsuperscript{14} L. H. Germer and F. E. Haworth, \textit{Phys. Rev.} 73, 1121 (1948) and Reference 11, Figs. 5 and 6.
Detwinning Ferroelectric Crystals

By ELIZABETH A. WOOD

Unstrained single crystals of barium titanate can be detwinned under the influence of an electric field at elevated temperature, but strained crystals cannot. It seems probable that this is also true of crystals in a polycrystalline body such as a ceramic.

Each of the ferroelectric crystals so far discovered has a structure which closely approaches a more symmetrical structure into which it transforms at the Curie temperature. In all of them, the deviation from the more symmetrical structure is so slight (Table I) that the application of mechanical stress or electric field can produce a shift from one orientation of the lower symmetry structure to another. Since, in crystals grown from the melt, such as barium titanate, inhomogeneous mechanical stresses resulting from inhomogeneous cooling or differential thermal contraction of the surrounding flux material are present in the crystals as they pass through the Curie temperature, these crystals commonly comprise regions of two or more orientations of the lower-symmetry structure, symmetrically related. They are, in other words, twinned.

In this condition the electrically polar direction differs in orientation from one individual of the twin to another. Since it is frequently desirable to have the polar direction oriented uniformly throughout the crystal, it is of interest to determine under what conditions this state can be achieved. It is not possible in all crystals.

The discussion in this paper will be confined to barium titanate because more experimental data are available for this crystal, but it is probable that similar considerations are applicable to the other ferroelectric crystals.

The process of causing the polar axis in a ferroelectric crystal to have the same orientation throughout the crystal has been called "poling." It is the process of detwinning the crystal. As C. J. Davieson and others pointed out in connection with the problem of detwinning quartz crystals during World War II, if the crystal is subjected to a stress which will be lessened if the "misoriented" regions change to the desired orientation and if the activation energy of the change is not too great, the crystal will be detwinned.

1 Ferroelectric crystals are those crystals which exhibit, with respect to an electric field, most of the phenomena exhibited by ferromagnetic crystals with respect to a magnetic field, such as spontaneous polarization, domain structure, hysteresis of response to an alternating field and a Curie temperature above which these unusual characteristics are not present.

2 By the ferromagnetic analogy each twin individual is called a ferroelectric "domain."
Table I

<table>
<thead>
<tr>
<th>Substance</th>
<th>Stable Structure at lower temperature</th>
<th>Closely allied more symmetrical structure and the Curie Temperature above which it is the stable structure</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barium titanate</td>
<td>Tetragonal</td>
<td>Cubic, $a_0 = 4.00$ $T_c = ca. 120°C$</td>
<td>$1%$ of the length of the $c$ axis</td>
</tr>
<tr>
<td></td>
<td>$c = 4.04, a = 4.00$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Potassium niobate</td>
<td>Orthorhombic</td>
<td>Cubic, $a_0 = 4.04$ $T_c = ca. 435°C$</td>
<td>$1.5%$ of the length of the $c$ axis + a shear angle of about $20'$</td>
</tr>
<tr>
<td></td>
<td>$a = 5.70, b = 5.74, c = 3.98$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>equivalent to special case of monoclinic in which $a = c = 4.04, b = 3.98, \beta = 90°, 20' ± 5'$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rochelle Salt</td>
<td>Monoclinic</td>
<td>Orthorhombic $T_c = ca. 24°C$</td>
<td>A shear angle of about $3'$</td>
</tr>
<tr>
<td>Potassium dihydrogen phosphate</td>
<td>Orthorhombic</td>
<td>Tetragonal $T_c = ca. -152°C$</td>
<td>Small shear</td>
</tr>
</tbody>
</table>

Fig. 1—A. Crystal $a$ as received from the melt. Edges at 45° to polarization directions of crossed nicols. Dimensions of surface: .2 x .2 mm.

B. Crystal $b$ as received from the melt. Edges at 45° to polarization directions of crossed nicols. Dimensions of surface: .15 x .2 mm.

With barium titanate as with quartz, the activation energy of this change can be reduced to zero by heating the crystal through a polymorphic transition above which its symmetry is such that the twinning can no longer exist. It is then cooled through the transition under the influence of the applied stress which favors one of the possible twin-orientations.
Single-crystal Experiments

Parts A and B of Fig. 1 are photomicrographs of barium titanate crystals, both grown from the same melt by B. T. Matthias. The composition of the melt was 26 grams $\text{BaCO}_3$, 6.5 grams $\text{TiO}_2$, 50 grams $\text{BaCl}_2$, and the method followed was that described by Matthias in 1948. Each of the crystals shows several domains and some inhomogeneous strain as indicated by birefringence evident between crossed nicols when the crystal is at the extinction position, Fig. 2, A and B, i.e. when its edges are parallel to the polarization directions in the polarizer and analyzer. An unstrained crystal in this position appears black between crossed nicols.

Fig 2—A. Same as Fig. 1A, but at extinction position. B. Same as Fig. 1B, but at extinction position.

Optical Evidence of the Effect of a High Field

However, crystal $a$ can be made to assume essentially a single orientation throughout by the application of a high field at elevated temperature as shown in Fig. 3A, but the same treatment applied to crystal $b$ results only in the formation of a large number of domains, as shown in Fig. 3B. A field of 16000 volts per cm. was applied across each crystal at 125°C. and continued until the crystal had cooled to less than 50°C. Parts A and B of Fig. 4 are the extinction-position photographs corresponding to Parts A and B of Fig. 3.

X-ray Evidence of Inhomogeneous Strain

The reason for the difference in behavior of the two crystals is suggested by their back-reflection Laue photographs. Parts A and B of Fig. 5 are Laue

photographs taken before the attempt was made to pole the crystals. Whereas a Laue photograph of a perfect single crystal would show a pattern of single spots, crystal $a$ shows a pattern of groups of spots joined by

![Figure 3-A](image1.jpg)

Fig. 3-A. Crystal $a$ after the application of a high field at elevated temperature. Edges at 45° to polarization directions of crossed nicols.

B. Crystal $b$ after application of a high field at elevated temperature. Edges at 45° to polarization directions of crossed nicols.

![Figure 4-A](image2.jpg)

Fig. 4-A. Same as Fig. 3A, but at extinction position.

B. Same as Fig. 3B, but at extinction position.

fainter streaks and crystal $b$ shows a pattern of short streaks. In both cases, the streaks indicate crystal material of continuously varying orientation, but in the case of crystal $a$ it is transitional in orientation between two or
Fig. 5—Laue photographs of the two crystals before treatment. The symmetrical half of each photograph has been removed to facilitate close comparison. A: from crystal \( a \); B: from crystal \( b \).
more twin-related orientations and is probably twin-boundary material, whereas crystal $b$ is a bent crystal.

The evidence for this interpretation lies in the facts that (1) the streaks in Fig. 5A converge at the reflections from the various (101) planes which are twin planes, whereas those in Fig. 5B do not; (2) the streaks in Fig. 5B show only that variation in length which is due to the use of a flat film whereas those in Fig. 5A show greater variation; and, finally, (3) the streaks in Fig. 5B are of nearly uniform intensity throughout, whereas those in Fig. 5A are faint streaks between strong end points. These three points are discussed in the following section.

**DISTINCTION BETWEEN TWIN-BOUNDARY AND OTHER INHOMOGENEOUS STRAINS IN CRYSTALS**

The spots on a back-reflection Laue photograph may be considered as the intersections of the film with normals to atomic planes in the crystal, modified by a non-linear scale factor. The position of any spot is independent of the wave-length of the x-rays producing it and dependent only on the orientation of the reflecting plane.

When the x-ray beam falls on a twin boundary two families of twin-related spots appear on the film. In barium titanate twin-related spots from equivalent planes are close to each other. If the two spots of such a pair are joined by a line these lines will all converge toward the spot from the (101) plane which is the twin plane, the plane across which reflection of the structure would produce the twin configuration. (See Fig. 6, a back-reflection Laue photograph of a barium titanate crystal with only 2 twin-related orientations.) That this must be so will be clear from Fig. 7. With the exception of the twinning plane the planes in this figure represent zonal planes, planes containing two or more atomic-plane normals. The zonal planes on the two sides of the twin plane represent the zonal plane orientations in the two parts of the twin. The only zonal plane directions common to both parts of the twin are those normal to the twin plane since these are the only directions not changed by reflection across the twinning plane. The one direction common to all these unchanged zonal planes is the normal to the twin plane. Thus the zonal arcs on the plane photograph which are common to spots from both parts of the twin intersect in the reflection from the twin plane.

Referring now to Parts A and B of Fig. 5, we see that the streaks in Fig. 5A lie along the zonal arcs common to both parts of any given twin pair and are intermediate between the spots of the twin pair. They are therefore reflections from material transitional in orientation between the two twin orientations. The streaks in Fig. 5B, however, do not converge toward a
(101) plane-normal, but rather, when the non-linear scale factor has been taken into account, are all normal to the (100) axis which lies parallel to the film in a top-to-bottom direction. They therefore come from crystal planes bent around this axis of a twinned barium titanate crystal.

Fig. 6—Laue photograph of a barium titanate crystal with only two twin-related orientations.

A section through the reciprocal lattice of a twinned barium titanate crystal is shown in Fig. 8A: that of a bent crystal, in 8B. In the reciprocal lattice of a tetragonal crystal the direction of each point from the origin is the same as the direction of the normal to the set of planes it represents and the distance of each point from the origin is proportional to the reciprocal of their interplanar spacing. Since the back reflection Laue photograph shows only orientations of the atomic planes it may be thought of as a
shadowgraph of the reciprocal lattice, illuminated by a point source of light at the origin, as indicated by the dashed lines in Figs. 8A and 8B.

Fig. 7—Diagram of zonal relations between the two parts of a twinned crystal.

Fig. 8—A. Section of the reciprocal lattice of a twinned crystal and its Laue photograph.
B. Section of the reciprocal lattice of a strained crystal and its Laue photograph.

From these figures the second point of difference between Laue photographs 5A and 5B becomes clear, namely, that in the case of the bent crystal viewed normal to the bending axis the streaks appear rather uniform in length, whereas the streaks from the inter-twin oriented material
Fig. 9—Laue photographs of the two crystals after treatment, paired as in Fig. 5. A: from crystal \(a\); B: from crystal \(b\).
diminish in length as they approach the twin-plane normal. This is perhaps more obvious in Fig. 6 where only one pair of twins is shown.

Finally, the streaks from bent crystals are more uniform in intensity than those with intertwin-oriented material, but if the bending were non-uniform or the intertwin material more abundant this might not be so.

**X-ray Evidence of Effect of High Field**

The Laue photograph of crystal a, taken after the poling process had caused it to become a single untwinned crystal, Figs. 3A and 4A, is shown in Fig. 9A. It shows a pattern of single spots. The absence of streaks agrees with the paucity of birefringent regions in Fig. 4A in indicating very little inhomogeneous strain in the crystal.

The Laue photograph of crystal b, taken after the poling attempt had produced only a regular multiple-twin pattern in it, Figs. 3B and 4B, is shown in Fig. 9B. The inhomogeneous strain has not disappeared, as indicated also by the birefringent regions in the photograph of Fig. 4B.

**Summary of Results of Single-Crystal Experiments**

From the experiments described above it is concluded that barium-titanate crystals with only twin-boundary strain can, under the influence of a high field at elevated temperatures, be caused to have a single crystallographic orientation whereas barium titanate crystals otherwise strained cannot.

**Application to Barium Titanate Ceramics**

Single crystals of barium titanate large enough for practical applications have not yet been grown. Therefore all practical applications using barium titanate have so far used it in the ceramic form.

Ceramics have been made for two different applications: condensers and electromechanical transducers. For the first, the maximum electrical polarizability for a given applied electric field is desired, since this results in a high dielectric constant. For the second application, however, it is desirable to have a ceramic which will deform mechanically in an electric field according to its own polarity. With this end in view, ceramics intended for electromechanical transducers have been poled by being subjected to a high field (roughly 15000 v/cm) as they were cooled through the Curie temperature to room temperature.

In a series of unpublished experiments W. P. Mason and R. F. Wick of the Bell Laboratories have found that certain barium titanate ceramics, when poled in this way, retain their polarization in spite of high reverse fields ($\frac{1}{8}$ to $\frac{1}{3}$ the poling fields), i.e. require a high coercive force to change
the direction of their polarization. Such ceramics can be used in piezo-electric devices with high alternating fields without “depolarization” and can therefore achieve electro-mechanical coupling at higher power levels than ceramics that do not retain their polarization under the influence of a reverse field. Only a small proportion of ceramic specimens could be poled in this way and the factor common to these has not yet been ascertained.

In the light of the single-crystal experiments reported in this paper, it seems apparent that ceramics composed of inhomogeneously strained crystals (excluding twin-boundary strain) could not be poled. Three ceramic specimens whose poling history was known were available. Of these only one could be poled. X-ray diffraction photographs of the two unpolable ceramics showed streaked reflections from the individual grains, indicating strain. The grain-size of the polable specimen was much smaller, so small that reflections from individual grains could not be identified.

It is anticipated that ceramics for different uses should be differently fired and perhaps even differently composed as well as subjected to different electrical treatment subsequent to their formation.
Longitudinal Modes of Elastic Waves in Isotropic Cylinders and Slabs

By A. N. HOLDEN

The general properties of the longitudinal modes in cylinders and slabs are developed with the aid of the close formal analogy between the dispersion equations for the two cases.

1. Introduction

The classical exact treatments of the modes of propagation of elastic waves in isotropic media having stress-free surfaces but extending indefinitely in at least one dimension are those of Rayleigh for semi-infinite media bounded by one plane, of Lamb for slabs bounded by two parallel planes, and of Pochhammer for solid cylinders. Rayleigh showed that a wave could be propagated without attenuation parallel to the surface, in which the displacement amplitude of the medium decreased exponentially with distance from the surface, at a velocity independent of frequency and somewhat lower than that of either the plane longitudinal or plane transverse waves in the infinite medium. Such “Rayleigh surface waves” have received application in earthquake theory.

For slabs or cylinders the treatments lead to a transcendental secular equation, establishing a relation (the “geometrical dispersion”) between the frequency and the phase velocity, which for some time received only asymptotic application in justifying simpler approximate treatments. The past decade, however, has seen a revival of interest in the exact results stimulated by experimental application of ultrasonic techniques to rods and slabs, by the use of rods and the like as acoustic transmission media, and perhaps by curiosity as to what qualitative correspondence may exist between such waves and the more intensively studied electromagnetic waves in wave guides. That this correspondence might not be close could be anticipated by observing that an attempt to build up modes by the superposition of plane waves in the medium reflected from boundaries would encounter an essential difference between the two cases: the elastic medium supports plane waves of two types (longitudinal and transverse) with different velocities, and reflection from a boundary transforms a wave of either type into a mixture of both.

On grounds both formal and physical it may be expected that solutions to the equations of small motion of the medium with a stress-free cylindrical boundary can be found with any integral number of diametral nodes of the
component of displacement along the rod, as well as for the "torsional" modes in which there is no displacement along the rod whatever. The classical results are for no such nodes, the "longitudinal" (or "elongational") modes, and for one such node, the "flexural" modes. The secular equation for modes with any number of such nodes has been exhibited by Hudson. For any one of these types of mode, it may be expected that the secular equation will define a many-branched relation between frequency and phase velocity, and that a different number of interior cylindrical nodal surfaces for the displacement components might be associated with each branch. Apart from the relatively simple torsional modes, the only branches whose properties have been intensively studied are the lowest branch of the longitudinal and the lowest of the flexural modes, because they (and the lowest torsional branch) are the only ones extending to zero frequency, the others exhibiting "cut-off" frequencies at which their phase velocities become infinite and below which they are rapidly attenuated as they progress through the medium.

Three qualitative results of these studies are of especial interest. In the first place, with increasing frequency the phase velocity in the lowest longitudinal and flexural branches approaches the velocity of the Rayleigh surface wave, and the disturbance becomes increasingly confined to the surface of the cylinder. In the second place, the dispersion is not monotonic as it is in the electromagnetic case: the phase velocity exhibits a minimum in the lowest longitudinal branch and a maximum in the lowest flexural branch with varying frequency. Finally, in the lowest longitudinal branch at least, the cylindrical nodes of the displacement components vary not only in radius but even in number with the frequency.

The last result suggests that it would be difficult in practice to drive a cylindrical rod in that pure mode represented by its lowest longitudinal branch over any extended frequency range, since it is difficult to visualize a driving mechanism having suitable nodal properties. Longitudinal drivers which can be readily constructed may be expected to deliver energy to all longitudinal branches, in proportions varying with frequency. How satisfactory such a transmission device could be would depend importantly on how much the phase velocities at any one frequency differed from branch to branch.

This paper sketches the behavior of the higher longitudinal branches. That behavior could, of course, be determined exactly; Hudson has shown how the calculation of the roots of the secular equations can be facilitated,

*This is true in particular of the flexural type of mode, and in his otherwise excellent treatment of flexure Hudson's statement to the contrary must be disregarded. Recent writings in this field have tended to distinguish as "branches" what in allied problems are commonly called "modes".
and Hueter has used graphical methods. The alternative adopted here is a semi-quantitative treatment, assisted by extensive reference to the behavior of longitudinal waves in slabs, for which the secular equation is simpler and closely analogous. The analogy in the case of flexural modes is considerably less close and will not be discussed.

The general consequences of the inquiry are that the higher longitudinal branches have phase velocities which are not necessarily monotonic functions of frequency. With increasing frequency, however, those velocities all approach that of the plane transverse wave, not that of the Rayleigh surface wave (nor that of the plane longitudinal wave, as some investigators had guessed), a fact reflected perhaps in the experimental observation that driving a rod transversely usually provides purer transmission than driving it longitudinally.† Variation of nodal cylinders in location and number with frequency persists in the higher branches.

2. The Slab

The slab extends to infinity in the y, z plane and has a thickness 2a in the x-direction. The displacements of its parts in the x, y, z directions are u, v, w. Its material has density ρ and Lamé elastic constants λ and μ, so that its longitudinal wave velocity is \( \sqrt{(2\mu + \lambda)/\rho} \) and its transverse wave velocity is \( \sqrt{\mu/\rho} \). That μ should be positive is a stability requirement of energetics; λ will also be taken as positive since no material with negative λ is known.

The equations of small motion are, in vector form,

\[
(2\mu + \lambda) \text{grad div} (u, v, w) - \mu \text{curl curl} (u, v, w) = \rho \frac{\partial^2}{\partial t^2} (u, v, w).
\]

Solutions representing longitudinal waves propagated in the z direction can be of the form

\[
u = U e^{i(\omega t + \gamma z)}, \quad v = 0, \quad w = W e^{i(\omega t + \gamma z)},
\]

where U is an odd function, and W an even function, of x alone, ω is the frequency in radians per second, and \( \gamma = \omega/c \) where c is the phase velocity. Solutions independent of y are chosen here because they provide the simplest analogues to the case of the cylinder. Substitution shows that \( U = Ae^{ikx} \).

* I am indebted to Dr. W. Shockley for the suggestion that this behavior might display a close enough analogy to that of the cylinder to provide insight; the work of Morse bears out the analogy.

** The fact is noted by Bancroft.

† Private communication from H. J. McSkimin.
LONGITUDINAL MODES IN CYLINDERS AND SLABS

$W = Be^{ikx}$, is a solution (where $A$ and $B$ are constants measuring the amplitude), if either

(i) $k_1^2 = \frac{\rho \omega^2}{2\mu + \lambda} - \gamma^2$ and $\gamma A_1 = k_1 B_1$,

or

(ii) $k_2^2 = \frac{\rho \omega^2}{\mu} - \gamma^2$ and $k_2 A_2 = -\gamma B_2$.

When solutions of both types are so superposed as to make $U$ odd and $W$ even

$$U = iA_1 \sin k_1 x + iA_2 \sin k_2 x,$$

$$W = A_1 \frac{\gamma}{k_1} \cos k_1 x - A_2 \frac{k_2}{\gamma} \cos k_2 x.$$  \(1\)

The normal and tangential stresses on planes perpendicular to $x$ are

$$X_x = (2\mu + \lambda) \frac{\partial u}{\partial x} + \lambda \left( \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right), \quad X_y = \mu \left( \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \right),$$

$$X_z = \mu \left( \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} \right)$$

and the requirement that they vanish at $x = \pm a$ leads to the boundary conditions

$A_1 (\lambda \gamma^2 + (2\mu + \lambda) k_1^2) \cos k_1 a + 2A_2 \mu k_1 k_2 \cos k_2 a = 0$,

$2A_1 \gamma^2 \sin k_1 a + A_2 (\gamma^2 - k_2^2) \sin k_2 a = 0$,

the vanishing of whose eliminant with regard to $A_1$ and $A_2$ is the secular equation. Although in principle that equation establishes a relation between $\gamma$ and $\omega$, it is more conveniently examined when expressed in terms of $\alpha \equiv k_1 a$ and $\beta \equiv k_2 a$, which are quadratically related to $\omega$ and $\gamma$ by (i) and (ii). In those terms it becomes

$$(\lambda \beta^2 + (2\mu + \lambda) \alpha^2)^2 \cos \alpha \sin \beta$$

$$+ 4(\mu + \lambda) \alpha \beta (\mu \beta^2 - (2\mu + \lambda) \alpha^2) \sin \alpha \cos \beta = 0.$$  \(3\)

The physically interesting quantities can be expressed in terms of $\alpha$ and $\beta$, with the aid of (i) and (ii). Thus

$$\rho \omega^2 = \frac{\mu (2\mu + \lambda)}{a^2 (\mu + \lambda)} (\beta^2 - \alpha^2), \quad \text{and}$$

$$\gamma^2 = \frac{\mu \beta^2 - (2\mu + \lambda) \alpha^2}{a^2 (\mu + \lambda)}.  \(4\)
Hence, denoting \( I \equiv \beta / \alpha \), the phase velocity \( c \equiv \omega / \gamma \) is given by

\[
\rho c^2 = \frac{\mu(2\mu + \lambda)(l^2 - 1)}{\mu l^2 - (2\mu + \lambda)} = E, \tag{6}
\]

where \( E \) is an "effective stiffness", a function of the elastic constants and \( I \).

Since \( \beta = 0 \) is a trivial root of equation (3), it can be divided by \( \beta \), and the expression on the left then becomes even in both \( \alpha \) and \( \beta \) and (3) can be regarded as an equation in \( \alpha^2 \) and \( \beta^2 \). From (4) and (5) it is evident that, if \( \omega \) and \( \gamma \) are both to be real, \( \alpha^2 \) and \( \beta^2 \) must be real and must obey the inequalities

\[
\beta^2 > \alpha^2, \quad \mu \beta^2 > (2\mu + \lambda)\alpha^2, \tag{7}
\]

and thus the root \( \beta = \alpha \) can be neglected. The general character of the desired roots can consequently be exhibited on a plot of \( \beta^2 \) against \( \alpha^2 \). Evidently on that plot lines of slope unity are lines of constant frequency (equation 4), and lines radiating from the origin are lines of constant velocity (equation 6). As will appear later, however, it is more convenient to use a linear rather than a quadratic plot, real \( \alpha \) being measured to the right, imaginary \( \alpha \) to the left, of the vertical axis, and real \( \beta \) upward, imaginary \( \beta \) downward, from the horizontal axis. Here radial lines are still lines of constant velocity, but lines of constant frequency are no longer simple.

In Fig. 2 such a plot has been sketched for the first few modes of a material obeying the Cauchy condition \( \lambda = \mu \); the properties shown are restricted to those derived in the following paragraphs, and are lettered in Fig. 1 to correspond with those paragraphs.

(a) By virtue of (7), the significant portions of the roots lie above and to the left of the lines \( \beta^2 = \alpha^2, \mu \beta^2 = (2\mu + \lambda)\alpha^2 \). Setting \( \mu \beta^2 = (2\mu + \lambda)\alpha^2 \) in (3) reveals the cut-offs at \( \sin \beta = 0 \) and at \( \cos \alpha = 0 \): in other words at

\[
\beta = n\pi, \quad \alpha = \frac{\mu}{2\mu + \lambda} n^2\pi^2, \quad \text{and also at} \quad \beta = \frac{2\mu + \lambda}{\mu} \left(n + \frac{1}{2}\right)^2 \pi^2, \quad \alpha^2 = \left(n + \frac{1}{2}\right)^2 \pi^2, \quad \text{where} \quad n \quad \text{is any integer.}
\]

(b) Setting \( \alpha = 0 \) in (3), it can be seen that the roots intersect the line \( \alpha^2 = 0 \) at the points \( \sin \beta = 0 \). By calculating the derivative of \( \beta^2 \) with respect to \( \alpha^2 \), those points (at which \( \alpha \) changes from pure real to pure imaginary) can be shown not to be multiple points, and the branches to have \( \frac{d\beta}{d\alpha} = 0 \) and

\[
\frac{d(\beta^2)}{d(\alpha^2)} = -\frac{8\mu(\mu + \lambda)}{\lambda^2}, \quad \text{independent of branch number and negative for}
\]
Fig. 1—Lines and intersections, discussed in the correspondingly lettered paragraphs of the text, which determine the properties of the first five branches of the longitudinal modes for a material obeying the Cauchy condition. Two coincident pairs of points are marked (2).

Fig. 2—A rough sketch of the branches determined by the properties illustrated in Fig. 1.
all materials. At those points the phase velocity is that of a plane longitudinal wave.

(c) Setting \( \sin \beta = 0 \) reduces (3) to \( \alpha \beta (\mu \beta^2 - (2\mu + \lambda)\alpha^2) \sin \alpha = 0 \), and hence in the region of positive \( \beta^2 \) and negative \( \alpha^2 \) the roots do not intersect the horizontal lines \( \beta^2 = n^2\pi^2 \) (\( n \neq 0 \)). As can be seen from (6) this confinement implies that the velocity is asymptotic to \( \sqrt{\mu/\rho} \), that of a plane transverse wave, with increasing frequency. Notice that, in the region of positive \( \beta^2 \) and negative \( \alpha^2 \), \( \beta \) takes the values \( \cos \beta = 0 \) only where \( \lambda \beta^2 + (2\mu + \lambda)\alpha^2 = 0 \) and that the roots have zero slope there. At those points the waves have a phase velocity \( \sqrt{2} \) times that of a plane transverse wave.

(d) In the region of positive \( \beta^2 \) and positive \( \alpha^2 \) the roots exhibit a somewhat more complicated behavior, but confining lines can again be found: the diagonal lines \( \beta = (n + \frac{1}{2})\pi - \alpha \). It is the nature of such critical lines as these which can be better exhibited on the linear than on the quadratic plot. Alternatively those lines can be written \( \cos \alpha \cos \beta - \sin \alpha \sin \beta = 0 \) (and thus will be shown to have analogues in the case of the cylinder), and substitution of this expression into (3) shows that if the roots intersect these lines they must do so for values of \( \alpha \) and \( \beta \) satisfying the relation

\[
4(\mu + \lambda)\alpha \beta (\mu \beta^2 - (2\mu + \lambda)\alpha^2) = -(\lambda \beta^2 + (2\mu + \lambda)\alpha^2)^2 \cot^2 \alpha.
\]

But the inequalities (7) make such values impossible.

(e) This suggests that in that region the roots may oscillate in a somewhat irregular manner about the diagonal lines \( \beta = n\pi - \alpha \). Indeed it is immediately evident that they pass through the points \( \cos \beta = \cos \alpha = 0 \) and \( \sin \beta = \sin \alpha = 0 \).

(f) Expressing those lines as \( \sin \alpha \cos \beta + \cos \alpha \sin \beta = 0 \), and substituting into (3), shows that additional intersections may be afforded by any roots of the quartic equation

\[
(\lambda \beta^2 + (2\mu + \lambda)\alpha^2)^2 - 4(\mu + \lambda)\alpha \beta (\mu \beta^2 - (2\mu + \lambda)\alpha^2) = 0
\]

which obey the inequalities (7). Discarding the root \( \alpha + \beta = 0 \), and dividing by \( \alpha^4 \), yields the cubic equation

\[
\lambda^3 \beta^2 - (2\mu + \lambda)\beta^2 + (2\mu + \lambda)(2\mu + 3\lambda)\beta + (2\mu + \lambda)^2 = 0, \tag{8}
\]

whose roots are the negatives of the roots of the cubic equation for the Rayleigh surface wave velocity. It is well known that the Rayleigh cubic always yields one and only one significant positive root, and hence equation (8) can afford at most two additional significant intersections of any root of the secular equation with the line about which it oscillates. Although it
is not feasible to exhibit the roots of the Rayleigh cubic explicitly for arbitrary $\mu$ and $\lambda$, it is of some interest to exhibit its discriminant

$$D = \frac{4}{27} \lambda^4 (2\mu + \lambda)^3 (\mu + \lambda)^2 (11\lambda^3 + 4\lambda^2 \mu - 9\lambda \mu^2 - 10\mu^3),$$

and to note that for real positive values of $\lambda$ and $\mu$ it changes sign only once, at approximately $\lambda/\mu = 10/9$. Hence for $\lambda/\mu > 10/9$ two roots of the Rayleigh cubic are complex, while for $\lambda/\mu < 10/9$ two roots are real and negative. For a material obeying the Cauchy condition $\lambda/\mu = 1$, the roots of the Rayleigh cubic are $-3, -3 \pm 2\sqrt{3}$; thus $l = 3, 3 + 2\sqrt{3}$, both of which obey the inequalities (7), are relevant to intersections of each branch of the roots of the secular equation with the line about which it oscillates.

(g) The results of (e) and (f) suggest the value of a similar investigation in the region of imaginary $\alpha$. Here (denoting $\alpha = iA$ and $L = \beta/A$ where $A$ is taken positive and real) intersections occur between the branches and the lines $\sinh A \cos \beta - \cosh A \sin \beta = 0$ when $\lambda \beta^2 - (2\mu + \lambda)^2 = 4(\mu + \lambda)L(\mu \lambda^2 + (2\mu + \lambda))$. Clearly this quartic in $L$ has two and only two positive real roots, one greater and one less than $\sqrt{(2 \mu + \lambda)/\lambda}$. In the case $\lambda = \mu$, those roots are approximately 9 and 1/3. This information, taken with that of (c), establishes that the branches are confined in the region of imaginary $\alpha$ to bands determined by $n\pi < \beta < (n + \frac{1}{2})\pi$, having one tangency to the lines $\beta = (n + \frac{1}{2})\pi$; and that at values of $A$ greater than correspond to the smaller root of $l$, the branches lie in the bands $n\pi < \beta < (n + \frac{1}{2})\pi$.

It is convenient to obtain assurance that in general the branches do not intersect at any point by noting that the confining lines of paragraphs (c) and (d) define bands within each of which in general one and only one cut-off point falls. Pivoting a ruler about the origin of Fig. 1, and recalling the cut-off conditions, avails. Degenerate cases arise when the elastic constants satisfy a condition $2\mu + \lambda = n^2\mu$ where $n$ is an integer; in those cases some cut-off points coincide in pairs on some confining lines. Calculation of derivatives at those points shows that the cases are not otherwise exceptional: the pair of roots forms a continuous curve which is tangent to the cut-off line at the double cut-off point.

From (6) it follows that the phase velocity will have a maximum or a minimum with frequency if $\frac{d(\beta^2)}{d(\alpha^2)} = \frac{\beta^2}{\alpha^2}$. That condition requires

$$\tan^2 \alpha = - \frac{(\lambda \beta^3 + (2\mu + \lambda)\alpha^3)(\lambda^2 \beta^3 + (2\mu + \lambda)(2\mu + 3\lambda)\alpha^3)}{4(\mu + \lambda)(2\mu + \lambda)^2 \alpha^2 (\beta^2 - \alpha^2) (\mu \beta^2 - (2\mu + \lambda)\alpha^3).}$$
In the region of positive $\beta^2$ and $\alpha^2$ and of the inequalities (7), this is impossible, but when $\alpha^2$ is negative the condition may be satisfied. If it is satisfied in the higher branches, however, it must be satisfied an even number of times in any branch, so that the branch exhibits as many maxima as

\[
\frac{c}{c_0} = \sqrt{2 - \frac{2}{\sqrt{3}}},
\]

after passing through a shallow minimum.

minima, for clearly the phase velocity is a decreasing function of frequency near the cut-off, and the velocity can also be shown to approach its asymptotic value at high frequencies from above in the higher branches.

In finally displaying the dispersion curves (Fig. 3) it is convenient to use as reduced variables $\tau$, the number of plane transverse wave lengths in
one slab thickness (which is proportional to the frequency), and \( \frac{c}{c_0} \) the ratio of the velocity to that of a plane transverse wave. Evidently

\[
\tau^2 = \left( \frac{\omega a}{\pi c_0} \right)^2 = \frac{1}{\pi^2} \cdot \frac{2\mu + \lambda}{\mu + \lambda} (\beta^2 - \alpha^2); \quad \left( \frac{c}{c_0} \right)^2 = \frac{(2\mu + \lambda)(f^2 - 1)}{\mu f^2 - (2\mu + \lambda)},
\]

where \( c_0 = \sqrt{\mu/\rho} \).

For completeness, the lowest branch will be briefly sketched: that which originates at \( \alpha = \beta = 0 \). A calculation of \( \frac{d(\beta^2)}{d(\alpha^2)} \) at that point yields only one non-trivial root, \( -(2 \mu + \lambda)(2\mu + 3\lambda)/\lambda^2 \), and thus the phase velocity at low frequencies is found to correspond, as would be expected, with that given by the stiffness (a semi-Young’s modulus, so to speak) of a material displacement-free in the \( x \)-direction but not in the \( y \)-direction, \( E = 4\mu(\mu + \lambda)/(2\mu + \lambda) \). Since lines radiating from the origin of the (\( \beta^2, \alpha^2 \)) plot are lines of constant velocity, the dispersion curve for this branch starts with zero slope. The root curves over, intersecting the line \( \lambda \beta^2 + (2\mu + \lambda)\alpha^2 = 0 \) at \( \beta = \frac{\pi}{2} \), and intersects the line \( \beta^2 = 0 \) again at \( A^2 (\alpha = iA) \) where \( (2\mu + \lambda)A \cosh A = 4(\mu + \lambda) \sinh A \). For large negative \( \alpha^2 \) and \( \beta^2 \), equation (3) approaches

\[
\lambda^3 + 4\mu(\mu + \lambda)\beta^3 + 2\lambda(2\mu + \lambda)\beta^2 - 4(2\mu + \lambda)(\mu + \lambda)\beta + (2\mu + \lambda)^2 = 0,
\]

which after discarding the trivial root \( \lambda^2 = 1 \) leaves the Rayleigh cubic. In the case of this one branch, the phase velocity approaches its asymptotic value at high frequencies from below, and hence the dispersion curve must have an odd number of maxima and minima, and in particular at least one minimum, as was discovered by numerical calculation for the corresponding branch in the case of the cylinder by Bancroft.\(^4\)

The complicated behavior of the displacements in the higher branches is sufficiently illustrated by a brief consideration of their nodes: the values of \( x \) at which the displacement is entirely along or entirely across the slab. From (1) and the boundary conditions, the \( x \)-dependence \( U \) of the displacement component perpendicular to the slab will be given by

\[
K_1 U = (\lambda \beta^2 + (2\mu + \lambda)\alpha^2) \sin \beta \sin \frac{\alpha x}{a}
\]

\[
+ 2(\mu \beta^2 - (2\mu + \lambda)\alpha^2) \sin \alpha \sin \frac{\beta x}{a}
\]
or by

\[ K_2 U = 2(\mu + \lambda)\alpha \beta \cos \beta \sin \frac{\alpha x}{a} \]
\[-(\lambda \beta^2 + (2\mu + \lambda)\alpha^2) \cos \alpha \sin \frac{\beta x}{a} \]  \hspace{1cm} (1b)

where \( K_1 = (\lambda \beta^2 + (2\mu + \lambda)\alpha^2)K \sin \beta, \) \( K_2 = 2(\mu + \lambda)\alpha \beta K \cos \beta, \) at all points \((\alpha, \beta)\) satisfying \((3).\) Similarly from \((2)\) and the boundary conditions, the \(x\)-dependence \(W\) of the displacement component along the slab will be given by

\[ K_3 W = (\lambda \beta^2 + (2\mu + \lambda)\alpha^2) \sin \beta \cos \frac{\alpha x}{a} - 2(\mu + \lambda)\alpha \beta \sin \alpha \cos \frac{\beta x}{a} \]  \hspace{1cm} (2a)

or by

\[ K_4 W = 2(\mu \beta^2 - (2\mu + \lambda)\alpha^2) \cos \beta \cos \frac{\alpha x}{a} \]
\[ + (\lambda \beta^2 + (2\mu + \lambda)\alpha^2) \cos \alpha \cos \frac{\beta x}{a}, \]

\[ K_3 = i\alpha \gamma (\mu + \lambda) \lambda \beta^2 + (2\mu + \lambda)\alpha^2, \]
\[ K_4 = 2i\alpha \gamma (\mu + \lambda) K \cos \beta, \]

Examine now, for example, a material for which \( \lambda = \mu, \) in the branch whose cut-off is at \( \beta = 2\pi, \alpha = 2\pi/\sqrt{3}. \) It can be verified at once that the nodes of the two components at some of the values of \((\alpha, \beta)\) discussed earlier are described by the following table (in which \( t = \cos \frac{\pi x}{a} \)):

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>Values of ( x/a ) for nodes of ( U )</th>
<th>Values of ( x/a ) for nodes of ( W )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2\pi/\sqrt{3} )</td>
<td>( 2\pi )</td>
<td>( 0, \pm ) two values given by ( 2/\sqrt{3} \sin 2\pi x/a \sqrt{3} = ) ( \cos 2\pi/\sqrt{3} \sin 2\pi x/a )</td>
<td>( \pm \frac{1}{2}, \pm \frac{\sqrt{3}}{2} )</td>
</tr>
<tr>
<td>( \pi )</td>
<td>( 2\pi )</td>
<td>( 0, \pm 1, \pm ) one value given by ( 14t + 8 = 0 )</td>
<td>( \pm ) two values given by ( 14t^2 - 2t - 7 = 0 )</td>
</tr>
<tr>
<td>( \pi/2 )</td>
<td>( 5\pi/2 )</td>
<td>( 0, \pm ) two values given by ( 22i^2 + 11t = 2 = 0 )</td>
<td>( \pm 1, \pm ) one value given by ( 5t^2 + 15t = 11 = 0 )</td>
</tr>
<tr>
<td>( 0 )</td>
<td>( 3\pi )</td>
<td>( 0, \pm \frac{1}{2}, \pm \frac{3}{2}, \pm 1 )</td>
<td>no nodes</td>
</tr>
<tr>
<td>( 7\pi/2 )</td>
<td>( 7\pi/2 )</td>
<td>( 0, \pm \frac{1}{2}, \pm \frac{3}{2}, \pm 1 )</td>
<td>( \pm \frac{1}{2}, \pm \frac{3}{2}, \pm 1 )</td>
</tr>
<tr>
<td>( t_{\alpha} )</td>
<td>( 3\pi )</td>
<td>( 0, \pm \frac{1}{2}, \pm \frac{3}{2}, \pm 1 )</td>
<td>( \pm \frac{1}{2}, \pm \frac{3}{2}, \pm 1 )</td>
</tr>
</tbody>
</table>

It is to be noted in general that the nodal variations become less extreme at high frequencies, since for all branches except the lowest \( U \) and \( W \) tend
to become proportional to \( \sin \frac{\beta x}{a} \) and \( \cos \frac{\beta x}{a} \) respectively, and \( \beta \) approaches the value \( n\pi \) where \( n \) is the branch number in order of increasing cut-off frequency, with \( n = 0 \) ascribed to the lowest branch. Thus the feeling, derived from more familiar cases of wave motion, that the order in which the branches arrange themselves should be correlated with the number of nodes they display retains an asymptotic validity here, in respect of each displacement component.

Nodes of absolute displacement will occur only at special frequencies. With the notation \( \alpha' \equiv \alpha \frac{\alpha x}{a} \), \( \beta' \equiv \beta \frac{x}{a} \), the conditions for their occurrence can be written

\[
(\mu \beta^2 - (2\mu + \lambda)\alpha^2) \sin \beta' \cos \alpha' + (\mu + \lambda)\alpha' \beta' \cos \beta' \sin \alpha' = 0,
\]

\[
\frac{\sin 2\alpha'}{\sin 2\alpha} = \frac{\sin 2\beta'}{\sin 2\beta'}, \quad \frac{\beta'}{\alpha} = \frac{\beta}{\alpha'}, \quad \beta' \leq \beta, \quad \alpha' \leq \alpha,
\]

taken together with (3).

3. THE CYLINDER

Procedures analogous to those of the preceding section, and presented by Love\(^6\), lead to Pochhammer's secular equation, which in the present notation* is

\[
(\lambda \beta^2 + (2\mu + \lambda)\alpha^2)J_0(\alpha)J_1(\beta) + 4(\mu + \lambda)\alpha \beta (\mu \beta^2 - (2\mu + \lambda)\alpha^2)J_1(\alpha)J_0(\beta) + 2(\mu + \lambda)(2\mu + \lambda)\alpha(\alpha^2 - \beta^2)J_1(\alpha)J_1(\beta) = 0,
\]

where (4), (5) and (6) still hold, with \( a \) signifying the radius of the rod. The analogy between (3) and the first two terms of (9) is striking. Again the roots \( \beta = 0 \) and \( \beta = \alpha \) can be neglected, and the equation when divided by \( \beta \) becomes even in \( \alpha \) and \( \beta \), and a plot of \( \beta^2 \) against \( \alpha^2 \) becomes appropriate, with the restrictions (7) as to regions of significance. The following paragraphs are lettered to correspond with their analogues of the preceding section.

(a) Setting \( \mu \beta^2 = (2\mu + \lambda)\alpha^2 \) in (9) reveals the cut-offs at \( J_1(\beta) = 0 \) and at \( (2\mu + \lambda)\alpha J_0(\alpha) = 2\mu J_1(\alpha) \).

(b) Setting \( \alpha = 0 \) in (9), it can be seen that the roots intersect the line

* In comparing this treatment with that of Hudson\(^5\), interpret his symbols

\[
x \to \beta, \quad y \to \alpha, \quad \tau_0 \to \frac{\omega x}{c_0}, \quad \alpha \to \frac{2\mu}{2\mu + \lambda}.
\]
\[ \alpha^2 = 0 \text{ at the points } J_1(\beta) = 0, \text{ traversing them with } \frac{d(\beta^2)}{d(\alpha^2)} = \frac{-4\mu(\mu + \lambda)}{\lambda^2}, \]

or half that of their analogues. Again it is only at those points that the phase velocity has the value \( \sqrt{(2\mu + \lambda)/\rho} \).

(c) Setting \( J_1(\beta) = 0 \) reduces (9) to \( \alpha\beta(\mu\beta^2 - (2\mu + \lambda)\alpha^2)J_1(\alpha) = 0 \), and hence the roots are confined between the horizontal lines \( J_1(\beta) = 0 \) in the region of positive \( \beta^2 \) and negative \( \alpha^2 \), and the velocity is asymptotic to \( \sqrt{\mu/\rho} \) with increasing frequency. They meet the line \( \lambda\beta^2 + (2\mu + \lambda)\alpha^2 = 0 \) at the points \( \beta J_0(\beta) - J_1(\beta) = 0 \), or in other words at the maxima and minima of \( J_1(\beta) \), where again the phase velocity is \( \sqrt{\mu}/\rho \).

(d) In the case of the cylinder confining lines** are

\[
\left[ J_1'(\alpha) + \frac{\lambda(\beta^2 - \alpha^2)}{\alpha(\lambda\beta^2 + (2\mu + \lambda)\alpha^2)} J_1(\alpha) \right] J_1'(\beta) - J_1(\alpha)J_1(\beta) = 0,
\]

since substitution shows that intersection of (9) with these lines would require

\[
\frac{4(\mu + \lambda)\alpha\beta(\mu\beta^2 - (2\mu + \lambda)\alpha^2)}{(\lambda\beta^2 + (2\mu + \lambda)\alpha^2)^2} J_1(\alpha)
\]

\[
= -\left[ J_1'(\alpha) + \frac{\lambda(\beta^2 - \alpha^2)}{\alpha(\lambda\beta^2 + (2\mu + \lambda)\alpha^2)} J_1(\alpha) \right]^2,
\]

which cannot be satisfied by permitted values of \( \alpha^2 \) and \( \beta^2 \).

(e) This suggests that in that region the roots may oscillate about the lines

\[
J_1(\alpha)J_1'(\beta) + J_1(\beta) \left[ J_1'(\alpha) + \frac{\lambda(\beta^2 - \alpha^2)}{\alpha(\lambda\beta^2 + (2\mu + \lambda)\alpha^2)} J_1(\alpha) \right] = 0.
\]

In fact, in view of the equivalence \( J_1(x)\beta = J_0(x) - \frac{1}{x} J_1(x) \), those lines can be seen to have points in common with the roots of the secular equation at \( J_1(\alpha) = 0, J_1(\beta) = 0 \), and at

\[
J_1'(\beta) = 0, \quad J_1'(\alpha) + \frac{\lambda(\beta^2 - \alpha^2)}{\alpha(\lambda\beta^2 + (2\mu + \lambda)\alpha^2)} J_1(\alpha) = 0.
\]

(f) Substituting the expression for the lines of (e) into (9) shows that again additional intersections may be afforded by suitable roots of the cubic equation (8).

* The analogy to the corresponding intersections for the slab at the maxima and minima of \( \sin \beta \) is noted by Lamb, ref. 2, p. 122, footnote.

** There are infinitely many such families of lines but none carries the analogy with the slab to the point of being independent of the elastic constants. The families used in (d) and (e) serve the present purpose as simply as any.
(g) In the region $\alpha = iA$, the analogous lines are given by

$$iJ_1(iA)J_1'(\beta) + J_1(\beta) \left[ J_1'(iA) - \frac{\lambda(\beta^2 + A^2)}{A(\lambda\beta^2 - (2\mu + \lambda)A^2)} iJ_1(iA) \right] = 0,$$

with which intersections occur for the same values of $\beta/A$ as in the slab.

These results permit visualization of a counterpart to Fig. 1 for the cylindrical case. In it the critical lines radiating from the origin are the same. The horizontal lines, instead of being evenly spaced by $\pi/2$, are spaced as the zeros, maxima, and minima of $J_1(\beta)$. The vertical lines, again no longer evenly spaced, are replaced alternately by straight vertical lines $J_1(\alpha) = 0$ and by the curved "vertical" lines $J_0(\alpha) = \frac{2(\mu + \lambda)\alpha}{\lambda\beta^2 + (2\mu + \lambda)\alpha^2} J_1(\alpha)$ which lie between their straight companions and approach $J_0(\alpha) = 0$ as $\beta$ becomes large. Finally the confining lines, and the lines about which the branches oscillate, become the curves defined in (d) and (e), which can be seen to follow a course not dissimilar to the diagonal course of their predecessors, passing through the intersections of the new horizontals and verticals.

Again the branches do not intersect, except for pair-wise coincidence of cut-offs on one or another of the lines (d) when the elastic constants obey special relations. Thus the dispersion curves to which Hudson\textsuperscript{5} assigns certain of Shear and Focke’s data cannot be taken (and indeed Hudson does not suggest that they must be taken) as corresponding to higher branches of the longitudinal modes, since the former curves intersect one another, and the latter cannot unless anisotropy modifies their behavior qualitatively. The assignments could represent modes other than longitudinal. The more recent results of Hueter\textsuperscript{9} show essentially the behavior of Fig. 3.

In view of the closeness of the analogy thus revealed, it may be taken as probable that qualitative correspondence will obtain quite generally between the longitudinal modes of the slab and those of the cylinder.
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Frequency Dependence of Elastic Constants and Losses in Nickel

By R. M. BOZORTH, W. P. MASON and H. J. McSKIMIN

The elastic constants of nickel crystals, and their variation with magnetic field \((\Delta E\) effect), have been measured by a 10-megacycle ultrasonic pulsing method. The constants of three crystals agree well with one another when the crystals are magnetically saturated, but vary with domain distribution when demagnetized. The maximum \(\Delta E\) effect observed is much less (3%) than has been observed at lower frequencies (20%). By measuring the \(\Delta E\) effect and the decrement of polycrystalline rods at low frequencies, it is shown that the small effect observed at 10 megacycles is due to a relaxation in the domain wall motion due to micro-eddy-current damping.

From the initial slope of the decrement-frequency curve, and also from the frequency of maximum decrement, the size of the average domain is found to be about 0.04 mm. Actual domains in single nickel crystals have been observed optically by Williams, who finds domain widths of 0.02 to 0.2 mm.

The three elastic constants of nickel have been determined in several single crystals by measuring the velocity of pulses of elastic waves of frequency 10 mc/s and duration 0.001 sec. The method has been described by McSkimin and the preliminary results on nickel have already been reported briefly. It is well known that Young's modulus, \(E\), increases with magnetization, and changes in \(E\) (the \(\Delta E\) effect) by 15 to 30 per cent have been observed at room temperature and changes by greater amounts at higher temperatures. It was surprising to find then, in our own experiments at 10 mc, that the greatest change was only about 3 per cent. It then occurred to us that, at such a high frequency, relaxation of the domain wall motion by micro-eddy-current damping might be expected. This led to the investigation of the frequency dependence of \(\Delta E\) and of the logarithmic decrement, \(\delta\), in polycrystalline nickel, and the results obtained support the theory and give information about domain size, as described below. Calculations based on the equations of domain wall motion give results which agree with the experiments.

A number of experiments have already established the existence of micro-eddy-current losses in magnetic materials subjected to elastic vibrations. These losses have their origin in the local stress-induced changes of magnetization of the domains of which magnetic materials are composed. The change in magnetization of one domain will give rise to eddy-currents around it and in it, and the consequent loss in energy depends on the frequency \(f\) and the resistivity \(R\), and on the size and shape of the region in which the change in magnetization occurs. These losses are in addition to the macro-
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eddy-current losses, due to the relatively uniform changes in magnetization of a magnetized specimen that occur during a change in stress.

Calculations of the logarithmic decrement, \( \delta \), attributable to microeddy-currents, have been made by Becker and Döring\(^4\) and by one of the writers.\(^4\) According to these calculations when the material is composed of plate-like domains of thickness \( l \), in which magnetization changes by boundary displacement, the decrement for nickel, which has its directions of easy magnetization parallel to [111] directions, is given by the relation

\[
\delta = \frac{\mu_0 E_s \lambda_{111}^2}{5I_s^2} \left[ \frac{5c_{44}}{c_{11} - c_{12} + 3c_{44}} \right]^2 \frac{f/f_0}{1 + f^2/f_0^2}
\]

(1)

where \( f_0 \), the relaxation frequency for domain wall motion is

\[
f_0 = \frac{\pi R}{24\mu_0 E_s}.
\]

\( I_s \) is the saturation magnetization, \( E_s \) is the saturated value of Young’s modulus, \( \mu_0 \) is the initial permeability, \( R \) the electrical resistivity, \( \lambda_{111} \) the saturation magnetostriction along the [111] direction, and \( c_{11} \), \( c_{12} \) and \( c_{44} \) the three elastic constants of nickel which are evaluated in this paper. For low frequencies the initial slope of the decrement vs frequency curve is

\[
\delta = \frac{24E_s \mu_0 I_s^2 \lambda_{111}^2}{5\pi RI_s^2} \left[ \frac{5c_{44}}{c_{11} - c_{12} + 3c_{44}} \right]^2
\]

(2)

As the frequency is increased the decrement rises to a maximum and then declines asymptotically to zero. Both the initial slope of the \( \delta \) vs \( f \) curve and the frequency at which the maximum occurs are measures of the domain size. The initial slope has already been used to evaluate the size of the domains in 68 Permalloy.\(^5\) It is shown in the present work that the maximum occurs in polycrystalline nickel at a frequency consistent with the dimensions of domains observed by Williams and Walker\(^6\) in single crystals of nickel.

**Elastic Constants and Damping in Single Crystals**

The nickel crystals used here were grown by slow cooling of the melt in a molybdenum wound resistance furnace, by a method previously described.\(^7\) They were cut with major surfaces parallel to (110) planes and were placed between two fused quartz rods as shown in Fig. 1. Measurements of the elastic constants were made as described in detail by McSkimin,\(^1\) by measuring the velocity of propagation of 10 mc pulses. In order to obtain a number of reflections in the crystal, films of polystyrene approximately \( \frac{1}{4} \) wavelength thick are placed between the rods and the nickel crystal. This has the effect of lowering the impedances next to the nickel to small values and hence nearly perfect reflections at the two surfaces are obtained. The frequency is varied until successive reflections occur in phase, and the velocity is then calculated from the frequency and the dimensions of the crystal.
Fig. 1—Experimental arrangement for determining the elastic constants and $\Delta E$ effect in single nickel crystals.

**Table I**

**Orientation and Elastic Constants**

<table>
<thead>
<tr>
<th>Direction of Propagation</th>
<th>Direction of Motion</th>
<th>Type of Vibration</th>
<th>Equation for Velocity</th>
<th>Measured Velocity (cm/sec)</th>
<th>Elastic constants (dynes/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>110</td>
<td>110</td>
<td>Longitudinal</td>
<td>$v = \sqrt{(c_{11} + c_{12} + 2c_{44})/2p}$</td>
<td>$6.03 \times 10^4$</td>
<td>$c_{11} + c_{12} + 2c_{44} = 6.47 \times 10^{12}$</td>
</tr>
<tr>
<td>110</td>
<td>110</td>
<td>Shear 1</td>
<td>$v = \sqrt{(c_{11} - c_{12})/2p}$</td>
<td>$2.26 \times 10^4$</td>
<td>$c_{11} - c_{12} = 0.90 \times 10^{12}$</td>
</tr>
<tr>
<td>110</td>
<td>001</td>
<td>Shear 2</td>
<td>$v = \sqrt{c_{44}/p}$</td>
<td>$3.65 \times 10^5$</td>
<td>$c_{44} = 1.185 \times 10^{12}$</td>
</tr>
</tbody>
</table>

* A slight correction has been made for this value.

The velocities for one demagnetized crystal were found to have the values shown by Table I. These values of velocity, and a density of 8.90 for the single crystal, give values for the demagnetized elastic constants of

$$c_{11} = 2.50, \quad c_{12} = 1.60, \quad c_{44} = 1.185$$ (3)

all in $10^{12}$ dynes/cm$^2$.

To obtain the $\Delta E$ effect, the whole unit was placed between the jaws of a large electromagnet. Since the crystal was about 2.5 centimeters in diameter but only 0.472 cm thick, saturation could be obtained more easily along the long directions of the crystal. Figure 2 shows the changes in velocity of propagation along the [110] direction, caused by magnetization.
along [001], for the shear mode with particle motion along [110]. Fields of about 10,000 were attainable but a maximum field of about 6000 was usually used. The velocity increases by 2.6 per cent at the saturated value. On decreasing the field to zero the velocity drops below the original value

![Graph](image_url)

Fig. 2—Change in velocity in percent from demagnetized value as a function of the magnetizing field for a shear wave in a (110) section when the particle velocity $\epsilon$ is along the [110] direction and the field $H$ along the [001] direction.

for the demagnetized state, but it has practically the initial value when the crystal is again demagnetized. The lower value of velocity for the return curve indicates that the free energy is lower for some arrangement of the elementary domains other than the demagnetized state.

Figure 3 shows the attenuation in decibels per trip as a function of mag-
netization. The loss drops from about 7 db to 1 db as the crystal becomes magnetized. The low value is the remanent loss caused by the energy lost to the terminations, so that one can say that the losses due to micro-eddy-current and micro-hysteresis are 6 db per trip or 12.7 db per centimeter for this mode of motion. The $Q$ of the crystal can be shown to be equal to

\[
Q = \frac{2\pi f/v}{2 \text{ (db per cm)/8.68}}
\]

and our results give $Q = 94$, corresponding to a decrement of $\pi/Q = 0.033$.

Figure 4 shows a measurement of the same mode when the field is applied along the [110] direction. The velocity approaches a slightly different
limit on account of the "morphic" effect discussed in another paper. If we average the two values the effective elastic constant for saturation becomes

\[ c_{11} - c_{12} = 0.954 \times 10^{12} \text{ dynes/cm}^2. \]  
(5)

Measurements for the field along the thickness did not produce saturation and are not shown.

Fig. 4—Change in velocity in percent from demagnetized value as a function of the magnetizing field for a shear wave in a (110) section when the particle velocity is along the [110] direction and the field along the [110] direction.

Figures 5 and 6 show similar measurements for the other shear mode (Shear 2 of Table I) for two directions of the magnetic field. Averaging the two limiting values, the constant \( c_{44} \) at saturation becomes

\[ c_{44} = 1.22 \times 10^{12} \text{ dynes/cm}^2 \]  
(6)

The \( Q \) and decrement for this case become approximately 110 and 0.028.
Figures 7 and 8 show measurements for the longitudinal mode. Variations of about 0.6 per cent in the velocity are obtained, and the saturated elastic constants, \( Q \) and decrement are

\[
c_{11} + c_{12} + 2c_{14} = 6.55 \times 10^{12}, \quad Q = 390, \quad \delta = 0.008 \tag{7}
\]

Combining the elastic constants, the saturated elastic constants are evaluated:

\[
c_{11}^* = 2.53, \quad c_{12}^* = 1.58, \quad c_{14}^* = 1.22, \tag{8}
\]

all in \(10^{12}\) dynes/cm\(^2\).
It is obvious from the measurements of Figs. 4 to 8 that the changes in the elastic constants with magnetization are much smaller at the high frequencies (10 mc) than they are at the lower frequencies of 10 to 50 kilo-

cycles where changes of 15 to 30 per cent have been observed in polycrystalline material. A rough comparison of the low-frequency values with the 10 megacycle values can be obtained if we convert the observed changes in the $c$'s to the equivalent change in $E$. This can be done if we use the method
developed by one of the writers\textsuperscript{9} for obtaining the elastic constants of a polycrystalline rod from the cubic elastic constants. In this case the Lamé elastic constants are given by the formulas

\begin{equation}
\lambda + 2\mu = \frac{3}{5} c_{11} + \frac{2}{5} c_{12} + \frac{4}{5} c_{44},
\end{equation}

\begin{equation}
\mu = \frac{3}{5} c_{44} + \frac{c_{11} - c_{12}}{5}.
\end{equation}

Fig. 7—Change in velocity in percent from demagnetized value as a function of the magnetizing field for a longitudinal wave in a \((110)\) section when the particle velocity is along the \([110]\) direction and the field along the \([001]\) direction.
Since in terms of the Lamé elastic constants, the value of Young's modulus is

\[ E_0 = \mu \left( \frac{3\lambda + 2\mu}{\lambda + \mu} \right) \]  

(10)

one finds that the difference between the saturated and demagnetized value of Young's modulus divided by the demagnetized value is
\[
\frac{\Delta E}{E_0} = \frac{E_s - E_0}{E_0} = \frac{2.381 - 2.312}{2.312} = 0.03 = 3\% \quad (11)
\]

which is much smaller than that given by low frequency measurements.

To check our results, and be sure that the crystals were free from imperfections and strains, two other crystals were prepared and carefully annealed at 1100°C. The values found for the changes in elastic constants were considerably less for these crystals. The \(Q\)'s of the crystal were also higher. Table II shows the measured values and the equivalent \(\Delta E/E\) values. The table shows also the measurements for the demagnetized crystal of two Japanese workers\(^{10,11}\) and the equivalent \(\Delta E/E\) assuming that the saturated elastic constants are the same as those found for the other three crystals. Since these vary by only ±0.5 per cent among themselves, this appears to be a good approximation.

<table>
<thead>
<tr>
<th>Crystal</th>
<th>Magnetically Saturated</th>
<th>Demagnetized</th>
<th>(\Delta E/E)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(c_{11})</td>
<td>(c_{12})</td>
<td>(c_{44})</td>
</tr>
<tr>
<td>1</td>
<td>2.53</td>
<td>1.58</td>
<td>1.22</td>
</tr>
<tr>
<td>2</td>
<td>2.524</td>
<td>1.538</td>
<td>1.23</td>
</tr>
<tr>
<td>3</td>
<td>2.523</td>
<td>1.566</td>
<td>1.23</td>
</tr>
<tr>
<td>Yamamoto(^{11})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Honda and Shirakawa(^{10})</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The lower values of \(\Delta E/E\) for the second and third crystals are probably due to larger domain sizes, caused by the longer anneal.

**DAMPING AND \(\Delta E\)-EFFECT IN POLYCRYSTALLINE RODS**

To test the theory of micro-eddy-current shielding (see Introduction), the velocity and attenuation of elastic vibrations in well-annealed polycrystalline nickel rods were measured over the frequency range of 5 kilocycles to 150 kilocycles. In the method of measurement,\(^{12}\) shown by Fig. 9, two matched piezoelectric crystals of resonance frequency corresponding to integral half wavelengths along the rod, are attached to the ends of the rod. Phase-amplitude balance was obtained by critical adjustment of frequency and output of the calibrated attenuator. The corresponding level was then compared with that obtained when the two crystals were cemented directly together. With little error, the velocity of propagation is given by

\[
v = \frac{2f_0}{n}, \quad n = 1, 2, 3 \cdots \quad (12)
\]
The attenuation $A$ (and hence the $Q$ of the rod) was obtained by solving the equation

$$\sinh A l_0 = \frac{(r - \cosh A l_0) n \pi M_c}{Q M_R}$$

(13)

in which $r$ is the ratio of output with crystals together to output with specimen attached, $l_0$ is the length of rod, $M_c$ the mass of either crystal, $M_R$ the mass of the rod, and $Q_c$ the $Q$ of the crystal as determined by resonance response method.

For this equation to apply accurately, the terminating impedance presented to the rod by the crystals at resonance must be small compared to the characteristic impedance of the rod, and the $Q$ of the rod should be $> 10$. This method may be used even when the total loss in the rod is so high that well defined resonances no longer exist. At the lower frequencies, however,

![Fig. 9—Experimental arrangement for measuring the $\Delta E$ effect and associated loss in a polycrystalline rod at low frequencies.](image)

a useful check may be made by the resonance response method of determining $Q$ which involves determining the frequency separation $\Delta f$ for two frequencies 3 db from the maximum response frequency, and using the formula

$$Q = \frac{f_{\text{max}}}{\Delta f}$$

(14)

Correction for the mass and dissipation of the piezoelectric crystals must of course be made. Both methods have been found to agree within about 10% —the probable error to be expected.

The Appendix lists formulae to be used when the resonance frequency of the crystal driver differs from the frequency at which phase balance is obtained. This condition of necessity occurred when the rods were subjected to a magnetic field, which caused an increase in the velocity of propagation.

Figure 10 shows a typical measurement of change in frequency and change in decrement with magnetizing field excited in a solenoid surround-
ing the nickel rod. Saturation is not quite obtained so that the $\Delta E$ effect measured is slightly lower than the true value, but for relative frequency comparisons this is not important.

The first rod measured was 0.320 cm in diameter and 10.16 cm long and was annealed at 1100°C. Five frequencies ranging from 22.5 kilocycles were used and the ratio of the change in Young's modulus to the value of Young's modulus for the demagnetized rod is shown plotted in Fig. 11. This figure shows also the decrement $\delta = \pi / Q$. It is obvious that the decrement eventually decreases as the frequency rises, and this is contrary to the simple theory of the micro-eddy-current effect, which indicates that the decrement
should increase linearly with the frequency. The indicated maximum for this rod is below 120 kilocycles.

In order to obtain the first part of the decrement vs frequency curve, a rod of 46.05 cm length and 0.637 cm diameter was next used. This rod was annealed at 1050°C and presumably has a smaller average domain size than the first one, so that the important variations occur in a more favorable frequency range.

The changes in elastic constant and the decrement for this rod are shown by Fig. 12 for frequencies from 5 kilocycles to 96 kilocycles. At the lower frequencies the decrement increases in proportion to the frequency in

![Fig. 12](image)

agreement with the simple theory. By extending this curve down to zero frequency it is seen that a micro-hysteresis effect (which is independent of the frequency) gives an initial decrement of about 0.010. The decrement rises to an indicated maximum at somewhat more than 100 kilocycles and the change in elastic constant with saturation decreases with frequency.

The data on these two rods taken together indicate that there is a frequency of maximum decrement and for frequencies above and below this the decrement is smaller. The $\Delta E$ change in the elastic constant decreases as the frequency increases and for very high frequencies the $\Delta E$ effect becomes very small. As shown by the discussion in the next section, the fre-
quency of the maximum value of $\delta$ and the initial slope of the decrement frequency curve are connected with definite domain sizes which can be calculated approximately and compared with magnetic domain powder patterns.

**DISCUSSION**

Our determinations of the elastic constants may be discussed in relation to the values obtained by others. The results reported by Honda and Shira-kawa\textsuperscript{10} and Yamamoto\textsuperscript{11} were unknown to us and unavailable at the time of our preliminary communication. The data of the Japanese, converted from $s$-constants to $c$-constants by the relations:

\begin{align}
\sigma_{11} &= \frac{s_{11} + s_{12}}{s_{11}^2 + s_{11}s_{12} - 2s_{12}^2} \\
\sigma_{12} &= \frac{-s_{12}}{s_{11}^2 + s_{11}s_{12} - 2s_{12}^2} \\
\sigma_{44} &= 1/s_{44} \tag{15}
\end{align}

are included with our data in Table II.

As our experiments show, the 10 mc pulses that we used are so rapid that micro-eddy-currents largely prevent the stress-induced changes in magnetization from penetrating the domains. Therefore the constants determined by this method are those for material almost saturated. The values at saturation are independent of the initial domain distribution, and of the ease with which the magnetization in the separate domains can be changed by stress, consequently they are the more fundamental elastic constants of the material. The variety of values for unmagnetized nickel is made evident from the scatter in the ratios of $\Delta E/E$ that have been reported.\textsuperscript{3} The variation in the values of the $c$-constants recently published is thus not surprising. The values at saturation of the three crystals examined by us are in substantial agreement, as shown in Table II. They cannot be compared directly with the results of the Japanese workers because the latter reported data for unmagnetized crystals only and then $E$ is sensitive to heat treatment and domain configuration.

As mentioned in the introduction, the damping of elastic vibrations by micro-eddy-currents is proportional to the frequency at low frequencies (Eq. 1) and it rises with frequency to a maximum and then declines toward zero. The frequency at which the maximum occurs has been calculated\textsuperscript{4} by using the equation of domain wall motion and evaluating the constants from the initial permeability and the power loss caused by domain wall motion. The maximum value of $\delta$ comes at the same value as that calculated
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for eddy current losses in sheets having the same thickness as the domain, namely

\[ P \mu_0 f_\alpha / R = 0.13 \]  

(16)

\( l \) being the thickness of the sheet, \( \mu_0 \) the initial permeability, and \( R \) the resistivity of the material (all in c.g.s. units).

As noted below, the domain sizes calculated from the initial slope of the \( \delta \) vs \( f \) curve of Fig. 12, and from the frequency at which the maximum decrement occurs, are respectively 0.035 mm and 0.045 mm (for plates). These values agree quite well. The decrement curve is broader than would be calculated from equation (1) for a single domain size. This agrees with the optical measurements of domain size by Williams, which are shown by Fig. 13. This indicates domain sizes from 0.01 to 0.2 mm.

The maximum value for the decrement calculated from equation (1), using the measured values, is 0.35 compared to the observed value of 0.11. Part of this is due to the broadening of the peak caused by a distribution of domain sizes, but part may also be due to the deviation of the actual domain shape from a sheet which has been assumed in making the calculations.

The calculations of domain size are made in more detail as follows:

According to Döring the change in Young's modulus for nickel containing only small internal strains is related to the initial permeability, \( \mu_0 \), as follows:

\[ \frac{\Delta E}{E_0} = -\frac{\lambda_{111} (\mu_0 - 1) E_s}{5\pi I_s^2} \left[ \frac{5c_{44}}{c_{11} - c_{12} + 3c_{44}} \right]^2 \]  

(18)

provided the averaging over all crystallites is carried out with constant strain. (If constant stress is assumed, the fraction in brackets, equal to 1.76, is omitted.) For nickel \( \lambda_{111} \) is \( 25 \times 10^{-6} \), \( I_s \) is 484, and the \( c \)'s are the elastic constants given in Table I. This equation holds for low frequencies at which the shielding in single domains is negligibly small. When the relaxation effect of domain wall motion is considered equation (18) has to be multiplied by the factor

\[ 1/(1 + f^2/f_0^2) \]  

(19)

The data of Fig. 12 give the values:

\[ E_0 = 1.83 \times 10^{12}, \quad E_s = 2.22 \times 10^{12} \text{ dynes/cm}^2, \quad \frac{\Delta E}{E} = 0.21 \]  

(20)

for low frequencies. Using these in the above equation, the calculated value of \( \mu_0 \) is 320. A direct measurement* of \( \mu_0 \) has been made for this rod and found to be 340, in good agreement with that deduced from the \( \Delta E \) effect.

* Measurements were made independently by Miss M. Goertz and Mr. P. P. Cioffi in order to check this unusually high value.
Since the permeability is much higher than can be accounted for by domain rotation it is obvious that domain boundary motion is occurring. Hence in determining the domain sizes from the slope of the decrement vs frequency curve, equations (1) and (2) for domain boundary motion are appropriate.

When the data of Fig. 12 are extrapolated to zero frequency it appears that there is a microhysteresis loss (which is independent of the frequency) giving a decrement of 0.01. The initial slope of the \( \delta_r \) vs \( f \) curve is then about
2.5 \times 10^{-6}$, and use of equation (2) with this and other appropriate values indicates that the domain size is

$$l = 0.035 \text{ mm},$$

(21)
as reported above.

A check on this value can be obtained from the frequency, $f_m$, corresponding to the maximum of the $\delta$ vs $f$ curve. If we use equation (16),

$$P_{dfm}/R = 0.13,$$

(22)
with $f = 1.5 \times 10^8$ (Fig. 11), we find $l = 0.045$ mm, in reasonable agreement.

An actual photograph of domains in a single crystal of nickel, taken by H. J. Williams and reproduced in Fig. 13, shows the presence of domains of various sizes ranging from about 0.01 to 0.2 mm. Any such range in domain sizes will naturally tend to flatten the maximum of the $\delta$ vs $f$ curve and, on account of the form of the $\delta$ vs $f$ function, will push the maximum to a higher frequency than that corresponding to the initial slope, and will give a lower maximum value to the decrement frequency curve.

The average domain size derived from our experiments is somewhat larger than that previously obtained in 68 Permalloy. This may be expected, for nickel has a very high magnetostriction and the movement of domain boundaries by stress will be relatively large, possibly so large that the regions swept over by the domain walls will correspond to whole domains of the original domain structure, when the stresses are equal to those used in our experiments. The domain size which we have determined is based on this interpretation.

**APPENDIX**

**METHOD OF MEASUREMENT—FORMULAE**

From transmission line theory (see reference of footnote 12) the ratio of outputs, $r$, defined in the text and applicable to the circuit of Fig. 9 is given by

$$r = \cosh \theta l_0 + \frac{1}{2} \left( \frac{Z_T}{Z_0} + \frac{Z_0}{R_T} \right) \sinh \theta l_0$$

(24)

where $\theta = A + jB = \text{propagation constant}$

$$Z_0 = \frac{jS\rho\omega}{A + jB} = \text{characteristic impedance of rod}$$

$$Z_T = \text{resistive terminating impedance provided by crystals}$$

$S = \text{area of rod}$

This expression may be expanded into real and imaginary parts and the latter term set to zero in accordance with the condition of phase balance.
Assuming that $|Z_0| \gg Z_T$ and that $Q = \frac{B}{2A} > 10$, the ratio $r$ which is now a real number determines the attenuation $A$ in accordance with equation (13) of the text.

If the crystal resonance frequency $f_x$ is slightly different from the balance frequency $f_x$ obtained with the rod specimen in place, correction may be made by considering a new terminating resistance $Z'_T$ formed by the crystal driver and a small section of the rod sufficient to make the combined resonance equal to $f_x$. A slightly different length, $l'_0$, of rod is then used to compute velocities and attenuation. Also a different mass $M'_R$ and ratio $r'$ result. The equation applicable provided $f_x = f_e$, is

$$\sinh A l'_0 = \frac{nZ'_T (r' - \cosh A l'_0)}{f_x M'_{R_0}}$$

where

$$r' = \frac{r}{1 + \frac{Q_e (f_e - f_x)}{2Q (f_x - f_e)^2}}$$

$$Z'_T = M_e f_x \left[ \frac{f_e}{Q_e f_x} + \frac{1}{2Q} \left( \frac{f_e^2}{f_x^2} - 1 \right) \right]$$

$$M'_r = M_r \left[ 1 - \frac{M_e}{M_r} \left( \frac{f_e^2}{f_x^2} - 1 \right) \right]$$

$$l'_0 = l_0 \left[ 1 - \frac{M_e}{M_r} \left( \frac{f_e^2}{f_x^2} - 1 \right) \right]$$

In the above a sufficiently accurate value of $Q$ is ordinarily obtained by assuming $f_x = f_e$. Further accuracy, if needed, can be obtained by recalculation, using the corrected value of $Q$.

We are glad to acknowledge the cooperation of Mr. J. G. Walker in growing and processing the single crystals used, and in preparing also the polycrystalline specimens.
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12. This method is a modification of one described in “Electromechanical Transducers and Wave Filters,” W. P. Mason, D. Van Nostrand (1942) pages 244–247. For frequencies above 20 kc., 45° Z-cut ammonium dihydrogen phosphate crystals were used. Below 20 kc the crystals were cemented on square brass rods which were placed at the ends of the nickel rods in place of the piezoelectric crystals alone.
Hot Electrons in Germanium and Ohm's Law

By W. SHOCKLEY

The data of E. J. Ryder on the mobility of electrons in electric fields up to 40,000 volts per cm are analyzed. The mobility decreases many fold due to the influence of scattering by optical modes and due to increases of electron energy. It is estimated that electron "temperatures" as high as 4000°K have been produced in specimens having temperatures of atomic vibration of 300° K. The critical drift velocity above which there are deviations from Ohm's law is about $2.6 \times 10^6$ cm/sec. This is three times higher than the elementary theory and an explanation in terms of complex energy surfaces is proposed.
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1. INTRODUCTION: FUNDAMENTAL DEVIATIONS FROM OHM’S LAW

The starting point of many branches of physics is a linear relation. Among the most prominent of these are Hooke's law, which relates stress and strain for solid bodies, Newton's second law of motion $F = ma$ and Ohm's law. In all of these cases, the linear relation is only an approximation that may be regarded as the first term in a Taylor's expansion of the functional relationship between the two variables. Important physical principles are brought to attention when the nonlinear range is reached.

Of the three laws mentioned, Newton's is, of course, the one in which the failure of linearity is the most significant representing as it does the entrance of relativistic effects into the laws of motion. The failure of Hooke's law may be of either a primary or secondary form.
If a solid contains voids, then under a certain pressure it will crumble and fill the voids. This is a secondary effect. If the sample is homogeneous, however, high pressures will produce fundamental deviations from Hooke's law, these deviations arising from the nonlinearity of the forces between atoms. Studies of these nonlinear effects by Bridgman have, among other things, put on a firmer basis the understanding of the forces between ions in ionic crystals and the pressures of electron gases in metals.

Deviations from Ohm's law for electronic conduction in semiconductors are almost the rule rather than the exception, but the most familiar cases are secondary rather than primary. The primary linear relation for the conduction process is that between the drift velocity of an electron, or hole, and the electric field that drives it. This relationship is

$$v_d = \mu_0(T) E,$$  \hfill (1.1)

where the mobility \(\mu_0(T)\) is a function of the temperature \(T\) of the specimen. By a fundamental deviation from Ohm's law we shall mean a deviation in this linear relationship arising from the largeness of \(E\) rather than other causes.

Thermistor action is typical of a secondary deviation from Ohm's law. A thermistor is usually a two-terminal circuit element in which the current flows through an electronic semiconductor. The semiconductor has the property that its resistance decreases rapidly as the temperature increases; and the physical basis for this decrease is an increase in the number of conducting electrons (or holes or both) with increasing temperature. The passage of current heats the thermistor and its resistance changes; consequently the linear relation between current and voltage fails and in fact there may result a decrease of voltage with increasing current so that a differential negative resistance is observed. The electric fields are so low, however, that equation (1.1) is valid provided the dependence of \(\mu_0\) on the temperature is taken into account. An experimental proof that no fundamental deviation of Ohm's law occurs is furnished by applying a small a-c. test signal on top of a d-c. bias that produces heating. If the frequency is much higher than the thermal relaxation rate, the a-c. resistance is found to be simply that expected for the observed temperature.

The principal nonlinearities of crystal rectifiers, or varistors, and of transistors are also secondary and are associated with changing numbers of current carriers.

In this article we shall discuss some experimental evidence of fundamental deviations in Ohm's law for electrons in \(n\)-type germanium obtained by E. J. Ryder of Bell Telephone Laboratories.\(^1\) We shall describe his ex-

Experimental techniques and results briefly in the next section and shall then present some aspects of the quantitative theory that explains them, leaving the bulk of the mathematical manipulations for the appendices.

Before discussing Ryder's results, we may indicate why his procedure succeeded whereas previous attempts, of which there have apparently been a number, largely unpublished, have failed. Ryder's work takes advantage of three factors: (1) the availability of electrical pulses of microsecond duration, (2) the high resistivity of germanium, and (3) the high mobility of electrons in germanium. Because of (3), it is possible to deliver energy to electrons at relatively high rates by electric fields. In effect this "heats" the electrons above the temperature of the crystal and lowers their mobility. The generalized equation is then

\[ v_d = \mu(T, E)E \]  

(1.2)

where the fact that \( \mu \) depends on \( E \) represents the fundamental nonlinearity. We shall show that Ryder's techniques raise the "temperature" of the electrons by a factor of about thirteen fold to above 4000°K. Since the resistivity is high, say 10 ohm cm, the power delivered to the specimen is sufficiently low that the heating in one pulse is negligible. The pulse repetition rate is then kept so low that accumulated heat is negligible also.

These conditions are enormously more favorable than those met with in metals. In a metal the average electron energy is several electron volts; in order to double this energy, each electron would acquire an added energy roughly equal to the cohesive energy per atom of the crystal. Furthermore, in a metal there is about one conduction electron per atom, compared with \( 10^{-7} \) per atom in Ryder's samples. Thus the stored energy due to "hot" electrons in a metal would be enough to vaporize it, whereas in germanium, or a similar semiconductor, a temperature of 10,000°K for the electrons would be enough to raise the crystal less than 0.01°K. From this reasoning it appears that it will be extremely difficult, if not impossible, to produce significant fundamental deviations from Ohm's law in metals and certainly impossible to produce effects of the magnitude described below.

It should be pointed out that the behavior of electrons in crystals in fields so high that equation (1) fails have been subject to both experimental and theoretical investigation in connection with dielectric breakdown.\(^2\) The work does not apply to cases in which the specimens obey Ohm's law at low fields, however, and the experiments do not permit accurate deter-

---

\(^2\) See, for example, H. Fröhlich and F. Seitz, *Phys. Rev.* 79, 526 (1950) and F. Seitz, *Phys. Rev.* 76, 1376 (1950). Much of the treatment presented in the Appendices is essentially equivalent to that given in Seitz. In our Appendices, however, we give much more emphasis to the low field case. The Seitz paper also contains a review of the literature to which the reader is referred.
minations of $v_d$ as a function of $E$. From the theoretical side also the emphasis has been on fields so high that the linear range is neglected so that the transition from linear to nonlinear is not stressed.

The current theories of dielectric breakdown are based on the principle of “secondary generation” or “electron multiplication.” Thus if an electron acquires enough energy from the electric field, it will be capable of producing secondaries by collision with bound electrons, and the repetition of this process will lead to an avalanche. Our theory indicates that in germanium, even at fields as high as 200,000 volts/cm, few electrons will have enough energy to produce secondaries. At about those fields, however, another phenomenon occurs.

In 1934 C. Zener proposed that dielectric breakdown was due to a primary effect: the field induced generation of hole-electron pairs. His mathematical theory is similar to that for field emission from cold metal points and to that for radioactive decay. It involves the “tunnelling” of electrons through regions in which their wave functions are attenuated, rather than running, waves.

Zener’s theory does not seem to apply to breakdown; however, it does apply to the high electric fields produced in rectifying $p-n$ junctions in germanium when these are biased in the reverse direction. Under these conditions fields of the order of 200,000 volts/cm are produced. The mobilities of electrons, or holes, in these fields have not been measured. It has been shown, however, that secondary production is very small. At these fields a sort of “breakdown” effect occurs and above a critical value of the voltage a very rapid increase in current is observed. This current appears to be of the nature predicted by Zener. It is stable at a given voltage, has a small temperature coefficient and will probably be useful in semiconductor analogues of “voltage regulator tubes” and protective devices.

As is shown in the treatment given in qualitative terms in Section 3 and in more detail in the Appendices, the explanation of the fundamental deviations from Ohm’s law is based on the theory of electron waves. The investigations described in this paper may thus be regarded as furnishing evidence for the wave nature of conduction electrons in germanium and are thus related to the researches of C. J. Davisson, to whom this volume is dedicated, and his collaborator, L. H. Germer. The Davisson-Germer experiments were concerned chiefly with electron waves in free space and with high energy electrons in crystals. Both of these cases are simpler than that dealt with in this paper. Electrons in the conduction band in germanium appear to behave as though they were in a multiply refracting medium in which they may have

---

several velocities of propagation for any specified direction of propagation and frequency. It is to be hoped that more detailed analyses of the data obtained by Ryder, together with quantitative interpretations of certain observations of magnetoresistance, may lead to a unique evaluation of the "refractive constants" of the medium for the electron waves; this possibility is discussed briefly in Section 5. The phenomena in the Zener current range afford another new opportunity to study electron waves in crystals. The waves involved in this effect are those with energies in the energy gap between the conduction band and the valence band; waves in this range have received little attention from either the experimental or theoretical side.

2. E. J. Ryder's Results

One of germanium's most noted attributes is its ability to give amplification of electrical signals when made into a transistor. The basic phenomenon for many types of transistors is that of "carrier injection." As is

![Fig. 1—The principles of E. J. Ryder's technique for observing conductivity in high electric fields.](image)

well known, germanium may carry current either by the electron mechanism in which case it is called $n$-type germanium, or by the mechanism of hole conduction in which case it is called $p$-type. If a suitably prepared electrode is placed on an $n$-type specimen and current is caused to flow in the sense that removes electrons from the specimen, then the process may cause "hole injection." In this case in addition to removing conduction electrons from the germanium, electrons are removed from the valence bonds so that holes are injected. This leads to nonlinear effects because, as the current passes through the specimen, the number of carriers in the specimen changes and so does its resistivity.

In order to avoid the secondary deviations from Ohm's law due to carrier injection, Ryder has designed specimens of the form shown in Fig. 1. These specimens have large ends to which the metal electrodes are attached. The resistance arises chiefly from a thin section of the material connecting the
large ends. Since the fields at the large ends are small, carrier injection is largely suppressed; furthermore, the electric fields are applied for such a short time during the pulse that, even if holes were injected at one of the ends, they would not have time to reach the narrow section of the bridge and modulate its conductivity during the period of the pulse.

Further causes of non-linearity can arise from inhomogeneities in the germanium material itself. For example grain boundaries in polycrystalline germanium are known to have added electrical resistance. Difficulties due to inhomogeneity have largely been eliminated in these experiments by the use of highly homogeneous single-crystal germanium material furnished by G. K. Teal and his collaborators.

Other experimental precautions are necessary, such as assuring a smooth polished surface on the filament; if this is not done, apparently holes are injected from the surface irregularities of the thin section between the large ends. It is also necessary to make corrections for end effects since some of the resistance arises within the large blocks themselves.

Some of the data obtained by Ryder are shown in Fig. 2. The drift velocity, plotted as ordinate, is not measured directly but is inferred from the measured currents through the specimen by the following reasoning:

![Graph showing current density and drift velocity vs. electric field in thin section.](image)
In a specimen at room temperature the drift velocity of electrons is given by the equation

\[ v_d = 3600 \, E \, \text{cm/sec} \]  

when \( E \) is expressed in volts per cm. At 100 volts per cm, for example, (which is below the non-linear range) the velocity of electrons should be \( 3.6 \times 10^5 \). This establishes the drift velocity scale for room temperature. From other measurements of the germanium specimen of Fig. 2, it is concluded that the number of electrons available for conduction is substantially independent of temperature down to liquid air temperatures. Consequently, for this temperature range the drift velocity should be directly proportional to the current in the specimen. The other two sets of data are accordingly simply scaled in proportion to their currents.

On the figure we also show extrapolated lines at 45 degrees corresponding to Ohm's law. From these we see that decreases in mobility of tenfold or more have been produced in these experiments for high field conditions.

The data for each temperature fall approximately on three lines: The low field or Ohm's law region, an intermediate region over which \( v_d \) is proportional to \( E^{1/2} \) and \( \mu \) is proportional to \( E^{-1/2} \), and a saturation region. The break at low fields comes at drift velocity of about \( 3 \times 10^6 \) cm/sec for all three cases. This break, according to theory, should come when the drift velocity is several times the speed of sound in germanium, the speed of sound being about \( 5.4 \times 10^5 \) cm/sec. The limiting drift velocity at higher fields is associated with the energy required to excite a particular type of atomic vibration, called an "optical mode." It comes at approximately the value of drift velocity predicted by theory. The theoretical curves, computed in the appendices, do not break into the sharp line section suggested on Fig. 2. However, they show the distinct influences of separate causes and fit the data reasonably well, as we shall show below in connection with Fig. 5.

3. Theory of Deviations from Ohm's Law

3a. Electrons in n-Type Germanium

The specimens we shall consider are of n-type germanium and have resistivities of several ohm cm. The conductivity arises from the presence

6 The observation and explanation of these general features was presented in our first publications: E. J. Ryder and W. Shockley Phys. Rev. 81, 139 (1951) and 82, 330 (1951).
7 The material under this heading is treated in more detail in the author's book, "Electrons and Holes in Semiconductors," D. van Nostrand (1950), Chapter I. This book will be referred to subsequently as E and H in S.
of donors: chemical impurities such as arsenic or antimony. These donors substitute themselves for germanium atoms in the crystal structure, form electron-pair bonds with their four neighbors and release their fifth valence electron to the conduction band. The density of donors is about $10^{15}/\text{cm}^3$ or one per cube $10^{-5} \text{ cm} = 1000 \text{ Å}$ on an edge. The donors are fixed positive charges and do not move in electric fields. Their charges neutralize those of the electrons. The electrostatic energy of interaction between electrons and donors leads to a deflection of the electron's motion. For the temperatures of Fig. 2, however, this effect is unimportant compared to the effect of thermal vibrations of the atoms.

The electrons in the conduction band move in accordance with a wave equation. They may, however, be thought of as particles. The justification is that, under many experimental conditions, the wave functions will actually be wave packets. These wave packets, it can be shown, behave much as particles and can be dealt with as particles, at least provided the phenomena considered do not involve distances smaller than the size of the wave packet.

Under conditions of thermal equilibrium we may think of the $10^{15}$ electrons in each cubic centimeter as an electron gas with the electrons (as wave packets) moving at random with an average kinetic energy of motion of $(3/2)kT$.

If the atoms of the crystal were held rigidly at rest in a perfectly regular crystal structure, an electron wave, and a wave packet too, would be transmitted through it with no scattering. At $300^\circ \text{K}$ the vibrations are such that the wave packet moves for only $2500 \text{ Å}$ before being scattered. At low temperatures, the mean free path is longer and at liquid hydrogen temperatures it is so long that thermal vibrations are less important than the fields of the ionized donors. As stated above, however, we may neglect this scattering by ions over the temperature range of Fig. 2.

Before proceeding with the discussion of the interactions of electrons and thermal vibration we shall point out that two problems must be solved before the dependence of mobility upon electric field can be explained:

First, the mechanisms of the individual processes must be analyzed. This is the basic physical problem. In order to solve it we must apply quantum mechanics to the model representing the electron moving in the crystal and determine the probabilities of various types of transitions and some appropriate averages.

Second, the statistical consequences must be worked out. On the basis of the individual processes, the statistics of the assemblage of electrons must be analyzed and a steady state solution found.

The first problem poses the more physical problems and is given the most
attention. The second problem is more difficult mathematically. It is given only an approximate treatment which is adequate, however, to indicate that the solution to the first problem contains the necessary features to explain the experiments.

3b. The Phonons

We must next consider how to describe the thermal vibrations and to evaluate their interactions with the electrons. We shall present only the principal results of the mathematical analysis here, leaving the details for the appendices. The earliest treatment of thermal vibration in a crystal was that of Einstein, who considered each atom to be a separate harmonic oscillator. This model was improved on by Debye who treated the crystal as an elastic continuum that could support running waves. Debye's method is regarded as essentially correct and we, therefore, resolve the atomic motions into a set of running waves, or normal modes. There are three times as many independent normal modes as there are atoms in the crystal, or one per degree of freedom, and any possible atomic motion of the crystal may be made up as a sort of Fourier series in these normal modes.

Each normal mode must be treated as a Planck oscillator and has a system of energy levels with values

\[(n + 1/2)\hbar\nu\]  

(3.1)

where \(\nu\) is its frequency of vibration. Each quantum of energy is referred to as a phonon; if a normal mode makes a transition with \(\delta n = +1\), we say a phonon has been emitted and if \(\delta n = -1\), we say one has been absorbed.

The description of the crystal in terms of phonons is in close analogy with the description of electromagnetic waves in a cavity in terms of photons. For the case of light, the electromagnetic state of the cavity is determined by finding the normal modes, which are treated as quantized oscillators, and transitions with \(\delta n = \pm 1\) correspond to photon emission and absorption.

The normal modes for the crystal are unlike those for light. For low frequencies the waves are essentially the microscopic transverse and longitudinal waves of a solid. As the wave length becomes shorter, however, the sound velocity varies and there is a limiting minimum wave length which is about twice the spacing between atoms. In order to understand the energy losses of electrons in high fields, we must consider the role of this minimum wave length. For this purpose we shall describe the dependence of frequency upon wave length for a longitudinal mode.

Accordingly we consider the frequency of the normal modes corresponding to a longitudinal wave propagating along a cube axis. Rather than
using the wave length \( \lambda \) as a variable, we use the wave number or \((1/\lambda)\). For long waves the frequency is simply

\[
\nu = c/\lambda = c(1/\lambda).
\]

(3.2)

This corresponds to the straight line portion for low frequencies in Fig. 3. This portion extends to a wave length equal to twice the lattice constant \( a \) of the crystal.

Figure 3 shows another curve which has a high frequency even for \((1/\lambda) = 0\) or infinite wave length. The presence of this branch of the "vibrational spectrum" is due to the fact that the diamond structure has two atoms per unit cell. (The diamond structure is made of two face centered cubic arrays of atoms, juxtaposed so that each atom of one array is centrally situated in respect to a tetrahedron of four atoms of the other array, with which it forms four electron-pair bonds. The unit cell contains one atom of each array.) As a consequence of this it is possible to have a vibration in which one atom vibrates in the plus \( x \) direction while the other atom vibrates oppositely and to have this same motion occur in phase in every unit cell. Such a vibration is considered to have infinite wave length, since every unit cell does the same thing at the same time. It has the highest possible frequency since the pattern of motion involves directly opposed motions of nearest neighbors. If the motion is modified so as to have dif-

![Figure 3](image-url)
ferent phases in adjoining unit cells, and thus to correspond to a finite wave length, the frequency drops.

The opposed motions are referred to as "optical modes" by analogy with polar crystals. In a crystal of sodium chloride there is one Cl\(^-\) and one Na\(^+\) per unit cell. In the opposed type of motion, ions of like sign move one way and opposite to those of the other sign. This relative motion of charge polarizes the crystal and phonons of this type of vibration can absorb or emit light. Because of this optical activity the mode is termed optical.

The name "optical" is carried over to valence crystals to describe the opposed form of motion, although no polarization accompanies the displacement in the latter case.

3c. The Selection Rules

We shall next consider the laws which govern the interchange of energy between an electron and the phonons. There are two important laws, closely analogous to the laws of conservation of energy and momentum for two masses in collision. The quantity analogous to momentum for the phonon is a vector, called \( \vec{P}_\gamma \), directed along the direction of propagation of the phonon, and having a magnitude given by the relationship between momentum and wavelength

\[
P_\gamma = h(1/\lambda) = h/\lambda, \quad \vec{P}_\gamma \parallel \text{propagation direction} \tag{3.3}
\]

In a transition in which an electron exchanges energy with the phonons, and changes its momentum from \( \vec{P}_1 \) to \( \vec{P}_2 \), so that \( \delta n_\gamma = \pm 1 \) for one of the modes, one selection rule requires that

\[
\vec{P}_2 - \vec{P}_1 + \delta n_\gamma \vec{P}_\gamma = 0. \tag{3.4}
\]

This is analogous to conservation of momentum; actually it is based on far more subtle effects. The conservation of energy requires that

\[
\varepsilon_2 + \delta n_\gamma h\nu_\gamma = \varepsilon_1 \tag{3.5}
\]

where

\[
\varepsilon_2 = P_2^2/2m, \quad \varepsilon_1 = P_1^2/2m \tag{3.6}
\]

are the electron's energies before and after collision. The mass \( m \) need not be the mass of an electron but may instead be the "effective mass," a mass-like quantity of the same order as the electron mass which takes into account the influence of the periodic potential of the crystal structure upon the electron wave packet.

The effective mass concept represents a simplification that may not
necessarily be correct. In a cubic semiconductor, the electron waves can be "refracted" as are the longitudinal and transverse acoustical waves. The deviations from Ohm's law of Fig. 2 furnish evidence that the simplified assumption of equation (3.6) must in fact be replaced by the more general possibility. We shall return briefly to this point in Section 5.

In addition to the conservation of energy and momentum, there are two other approximate selection rules which, while not exact, are so nearly fulfilled that no appreciable error is introduced by using them:

Only $\delta n_\gamma = \pm 1$ is allowed.

For the acoustical modes, only the longitudinal modes interact with electrons. (This restriction does not apply to optical phonons.)

Figure 4 shows the allowed transitions for an electron with initial momentum $P_1$ in the x-direction. If the energy of the phonons were zero, the allowed transitions would be to points on the sphere (or circle in Fig. 4) with $P_2 = P_1$. Since the energy of a phonon is

$$h\nu_\gamma = hc/\lambda = cP_\gamma = c|\vec{P}_2 - \vec{P}_1|,$$  \hspace{1cm} (3.7)

however, the end points lie on the surfaces shown.

These surfaces do not differ much from the sphere, as may be seen by considering the final energy for an electron that reverses its motion by

---
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**Fig. 4**—Comparison of the scattering by acoustical phonons with the scattering of a small mass in elastic collision with a larger mass.
phonon absorption. For this case

\[ P_\gamma = P_2 + P_1 \quad (3.8) \]

and

\[ (P_2^2 - P_1^2)/2m = cP_\gamma \quad (3.9) \]

so that the change in magnitude of momentum is

\[ P_2 - P_1 = 2mc. \quad (3.10) \]

For an electron with energy \( kT \) and "thermal velocity"

\[ v_T = (2kT/m)^{1/2}, \quad (3.11) \]

corresponding to \( 10^7 \) cm/sec at 300°K, the fractional change in momentum is

\[ (P_2 - P_1)/P_1 = 2c/v_T = 2 \times 5.4 \times 10^5/10^7 = 0.11. \quad (3.12) \]

Thus the phonon absorption surface lies only 11% outside the constant energy sphere. Figure 4 is drawn for the case of \( P_1 = 6mc \), or \( v_1 = v_T \) for 32°K, for purposes of exaggerating the differences in the surfaces. (A further discussion of Fig. 4 is given in the appendices.)

For transitions with optical phonons, in the range of interest, \( h\nu_\gamma \) is nearly independent of \( P_\gamma \). Furthermore, the optical phonons have \( h\nu_\gamma = k \) 520°K so that they are nearly unexcited at room temperature and have \( n_\gamma = 0 \) so that only \( \delta n_\gamma = +1 \) is allowed. For this case transitions can occur only if \( \varepsilon_2 \) is greater than \( h\nu_{op} \) and the end surface is a sphere with

\[ \varepsilon_2 = \varepsilon_1 - h\nu_{op}. \quad (3.13) \]

We shall neglect the role of the optical phonons until after a comparison between acoustical phonon processes and experiment has been made. We shall then show that they play an essential role in explaining Ryder's data.

3d. Energy Exchange and The Equivalent Sphere Problem

We shall here give in brief some results derived in the Appendices which permit us to show the equivalence of the problem of acoustical phonon scattering to a problem in gas discharges. This has two advantages: it enables us to take over the solution to the statistical problem from gas discharge theory, the second problem mentioned at the end of Section 3a, and to concentrate on the problem of the mechanism. In addition the equivalence makes it much easier to visualize the mechanism of energy losses.

According to the theory of phonon scattering, an electron is equally likely to be scattered from its initial direction of motion to any other. This implies that after an interaction the electron is equally likely to end in any unit
area of the surfaces of Fig. 4. The probability of being scattered per unit time is simply

\[ \frac{1}{\tau_1} = \frac{v_1}{\ell} \]  

(3.14)

where \( v_1 \) is the speed and \( \ell \) the mean free path; according to the theory \( \ell \) is a function of the temperature \( T \) of the phonon system and is independent of \( v_1 \). The time \( \tau_1 \) is the mean free time or average time between collisions.

Figure 4 shows the average energy after collision. The Figure represents a case in which the average energy is somewhat smaller than the initial energy. This will be the case for a high energy electron, that is one with an energy greater than \( kT \) for the acoustical modes. The average loss in energy for a high energy electron is found to be

\[ \langle \delta E \rangle = -\frac{\epsilon^2 P_\gamma^2}{2kT} \]  

(3.15)

where \( P_\gamma \) is the momentum change in the collision. This formula is analogous to the formula for energy loss if a light mass \( m \) strikes a heavy stationary mass \( M \) and transfers a momentum \( P_2 - P_1 = P_\gamma \) to it. The energy transfer is given by (3.15) if

\[ M = \frac{kT}{c^2} \]  

(3.16)

since then the kinetic energy of the large mass is simply

\[ \frac{P_\gamma^2}{2M} = \frac{\epsilon^2 P_\gamma^2}{2kT}. \]  

(3.17)

The value of the mass which satisfies equation (3.16) for room temperature may be calculated from the previously quoted values of \( v_T \) and \( c \):

\[ M = \frac{kT}{c^2} = \frac{mv_T^2}{2c^2} = 170m, \]  

(3.18)

a value which may certainly be considered large compared to \( m \).

Equation (3.15) is not the complete expression for average energy change for a collision with momentum change \( P_\gamma \) and another term representing energy gain also occurs. If the complete expression is averaged over all final directions of motion, it is found that the average change of energy, which is obviously the average energy change per collision, is

\[ \langle \delta E \rangle = 4mc^2(1 - \frac{P_1^2}{4mkT}) = (4mkT/M) - (P_1^2/M). \]  

(3.19)

This is the correct expression for the average gain in energy per collision of a light mass \( m \) colliding with a heavy mass \( M \) which is moving with the thermal energy appropriate to temperature \( T \). This corresponds to a thermal velocity of

\[ v_{TM} = (2kT/M)^{1/2} = 2^{1/2}c \]  

(3.20)
for the large mass. The second term in (3.19) is just the average of (3.15) over all directions of motion after collision and represents the energy loss that would arise if \( M \) were initially stationary. The first term represents an energy transfer from \( M \) to \( m \) due to the thermal motion of the large mass.

Furthermore, if the light and heavy masses are perfectly elastic spheres, the scattering of \( m \) will be isotropic, just as is the case for the phonons. This shows that there is an almost perfect correspondence between the two mechanisms of scattering so that we are justified in using previously derived results for the sphere case and applying them to the phonon case.

To complete the equivalence we should introduce a density of large spheres so as to get the correct mean free path. There is nothing unique about this procedure, as there is about the mass \( M \) and temperature \( T \), and we may make a large selection of choices for number of \( M \)-spheres per unit volume and radii of interaction so as to obtain the desired mean free path. Once any choice is made, of course, it will give the same mean free path independent of electron energy and may be held constant independent of the electric field.

3e. Acoustical Phonons and Electric Fields

We shall next give a very approximate treatment of mobility in low and high electric fields. The emphasis will be upon the interplay of the physical forces, the mathematical details being left to the Appendices or to references.

In the Ohm’s law range, the field \( E \) is so small that the electrons have the temperature of the lattice. They have a velocity of motion of approximately

\[
v_T = \sqrt{\frac{2kT}{m}} \]

and a mean free time between collisions of

\[
\tau = \frac{\ell}{v_T}.
\]

The electric field accelerates the electron at a rate

\[
a = \frac{qE}{m}
\]

and imparts a velocity \( a\tau \) in one mean free time. Since the collisions are spherical, the effect of the field is wiped out after each collision. The drift velocity is thus approximately

\[
v_d = a\tau = \left(\frac{q\ell}{mv_T}\right)E.
\]

An exact treatment which averages over the Maxwellian velocity distribution gives a value smaller by 25% and leads to

\[
\mu_0 = 4q\ell/3\pi^{1/2}mv_T.
\]
Since theory shows that $\ell$ varies as $T^{-1}$, the mobility should vary as $T^{-3/2}$. This prediction is in good agreement with experimental findings over the range of conditions for which the dominant scattering processes are those considered here.

Next we consider the effect of very large fields. Under these conditions an electron drifting in the direction of the field with drift velocity $v_d$ acquires energy from the field at an average rate

$$\frac{dE}{dt}_{\text{due to } E} = v_d qE.$$  \hspace{1cm} (3.26)

If this power is large enough, the electrons will be unable to dissipate energy sufficiently rapidly to the phonons that they can maintain their normal temperature. As a result their average energy mounts, after the field is initially applied, until they can furnish energy to the phonons fast enough to maintain a steady state. Under these conditions the sum of the two rates is zero

$$\frac{dE}{dt}_{\text{due to } E} + \frac{dE}{dt}_{\text{due to phonons}} = 0.$$  \hspace{1cm} (3.27)

If the field is high enough, there may be no steady state solution. This can occur if the ability of the phonons to remove energy decreases with increasing energy. Such cases play an essential role in the theory of dielectric breakdown.8 In them it is concluded that electrons will gain sufficient energy from the field so that they can produce secondary electrons which repeat the process thus producing avalanches. For the cases with which we are concerned, theory indicates that the energy losses increase rapidly with the energy of the electron while the power input decreases because of decreasing mobility so that a steady state will thus occur.

In order to estimate the drift velocity for the steady state we must introduce expressions for the two powers involved. For this purpose we assume that an electron has on the average a speed $v_1$ and we calculate the power to phonons as the average energy loss per collision for this velocity times the rate of collision, $v_1/\ell$. For $v_1 \gg v_T$, we can neglect the effect of motion of the $M$ spheres and thus obtain from (3.19)

$$\frac{dE}{dt}_{\text{phonons}} = -\left(\frac{v_1}{\ell}\right) M v_1^2 / M.$$  \hspace{1cm} (3.28)

The mobility will be less because of the higher collision rate so that the drift velocity in the field will be approximately

$$v_d = \frac{q\ell/mv_1}{E}.$$  \hspace{1cm} (3.29)

The power furnished by $E$ will be

$$\frac{dE}{dt}_{\text{due to } E} = \frac{q^2 \ell/mv_1}{E^2}.$$  \hspace{1cm} (3.30)

---

8 See the references to Fröhlich and Seitz in Section 1.
The steady state condition then leads to
\[ v_1 = (q t E / m)^{1/2} (M / m)^{1/4} \] (3.31)
and to
\[ v_d = (q t E / m)^{1/2} (m / M)^{1/4} \]
\[ = (\sqrt{2} q t E / m v_T)^{1/2} \cong (c \mu_0 E)^{1/2}. \] (3.32)

The treatment\(^9\) based on accurate statistics for the equivalent sphere model leads to
\[ v_d = 1.23(c \mu_0 E)^{1/2}. \] (3.33)

The transition between the high field behavior and low field behavior should occur in the neighborhood of a critical field \(E_c\) at which both limiting forms give the same \(v_d\):
\[ v_d = \mu_0 E_c = 1.23(c \mu_0 E_c)^{1/2}, \] (3.34)
leading to
\[ E_c = 1.51 c / \mu_0 \] (3.35)
and to a drift velocity, which shall be referred to as the critical velocity, of
\[ v_{dc} = 1.51 c \] (3.36)
if Ohm's law held to a field as high as \(E_c\). The drift velocity can be expressed in terms of \(E_c\) by the equation
\[ v_d = \mu_0 (E E_c)^{1/2} \] (3.37)
for values of \(E\) much greater than \(E_c\).

It is interesting to note that this initial field is just that which would give electrons a drift velocity corresponding to the thermal motion of \(M\)-masses. This seems a natural critical field. For it the effect of random motion of \(M\) would be suppressed by the systematic drift velocity so that the transfer of thermal energy to the electrons would be much reduced. This value of \(E_c\) corresponds to much smaller initial fields than are sometimes proposed. For example, one frequently encounters proposals that Ohm's law should hold up to the condition that \(v_d = v_T\). This would correspond to 10 times higher field at 300\(^\circ\)K than that obtained. Another criterion is that the energy gained in one mean free path, \(q t E\), should be equal to \(k T\). This is substantially equivalent and corresponds to \(v_d = v_T / 2\).

\(^9\) Debye, Physica 10, 61, 1930. This paper is reviewed by S. Chapman and T. G. Cowling in "The Mathematical Theory of Non-Uniform Gases," Cambridge at the University Press, 1939, page 347. (The factor is 0.897 \((18 \pi / 8)^{1/4} = 1.23\).)
For comparison with experiment we note that for a value of
\[ E = 4E_c = 6.04c/\mu_0 \] (3.37)
such that if Ohm’s law held
\[ v_d = 6.04c, \] (3.38)
the value of \( v_d \) should be less than half the value predicted by Ohm’s law. We shall shortly discuss the discrepancy between this prediction and experiment.

The “temperature” of the electrons may be conveniently expressed in terms of the ratio \( E/E_c \). Since the electrons for the high field case are not in a Maxwellian distribution of velocities, one cannot define their “temperature” unambiguously. As a measure of their temperature we shall take their average kinetic energy divided by \( k \). This leads to a ratio of electron temperature \( T(E) \) to crystal temperature \( T \) of \( 2v_t^2/3v_e^2 \). Since to a first approximation the ratio of mobilities at low and high fields is \( 4v_t/3\pi^{1/2}v_t \), the ratio of temperatures is
\[ \frac{T(E)}{T} = \frac{3\pi}{8} \left[ \frac{\mu_0}{v_d(E)/E} \right]^2 = \frac{3\pi E}{8E_c}. \] (3.40)

This ratio may also be thought of in terms of the square of the ratio of drift velocity on the extrapolated Ohm’s law line to the drift velocity on the \( E^{1/2} \) line:
\[ \frac{T(E)}{T} = (3\pi/8)[\mu_0E/v_d(E)]^2. \] (3.41)

Either of these equations may be used to estimate electron temperature from the data in the range in which the \( E^{1/2} \) formula is a good approximation.

4. Comparison Between Theory and Experiment

4a. Discrepancy in Critical Field

In Fig. 5 we repeat Ryder’s data of Fig. 2 together with data on an additional sample at 77°C. This new sample is considered more reliable than the first since its low field resistivity varies in just the proper ratio [see (3.25) and subsequent text] of \( (298/77)^{3/2} \) compared to its value at room temperature. Also we show the theoretical curves that will be discussed below.

The deviations of the data from Ohm’s law do not occur at fields as low as those predicted in Section 3e. For \( c = 5.4 \times 10^5 \) cm/sec., the critical drift velocity should be
\[ v_{dc} = 1.51c = 8.2 \times 10^5 \text{ cm/sec.} \] (4.1)
It is seen that Ohm's law is followed to several times higher velocities with negligible deviations. The deviations should be a factor of 2 at the field corresponding to

$$v_d = 6.04c = 3.26 \times 10^6 \text{ cm/sec.}$$  \hspace{1cm} (4.2)

on the Ohm's law line. The deviations are actually much less.

Another important difference between the data and the theory of Section 3 is that the experimental points do not continue on a straight line with slope 1/2 but instead tend to flatten out with a roughly constant drift velocity.

Three theoretical curves are shown. These are based on an approximate treatment that includes the effect of the optical transitions. Due to the approximation, the optical modes are neglected below the points marked Op on the Figure. This approximation also leads to a discontinuity in slope at these points; in a more accurate treatment, this bump would be smoothed out. The optical modes play the least role for the curve at 77°K and for this theory fits experiment within experimental accuracy if a value of

$$v_{dc} = 2.6 \times 10^6 \text{ cm/sec.}$$  \hspace{1cm} (4.3)
is used. This value is 3.2 times larger than the value given by equation (3.36) using \( c = 5.4 \times 10^5 \text{ cm/sec} \), the value appropriate for longitudinal phonons.\(^9\) The interpretation of this discrepancy, which we refer to as the "low field" discrepancy, is discussed in Section 5. It does not, of course, imply an error in the value of the sound velocity, but instead an error in the theory leading to the formula for critical velocity in terms of sound velocity.

Although an exact theory along the lines discussed in Section 5 has not been developed, it appears evident that its chief effect will be to increase energy interchange with the phonons by a factor of 3.2 squared or approximately 10. This increase can be effected in a mathematically equivalent way by introducing an effective velocity for dealing with phonon energies which is 3.2 times larger than the true velocity of longitudinal waves. The approximate theory in the Appendices uses this procedure.

We may remark in passing that only two constants were arbitrarily chosen to fit the curves to the data. One of these was the effective velocity \( c = 1.73 \times 10^6 \text{ cm/sec} \), which is 3.2 times larger than the speed of longitudinal waves. The other was the mobility of electrons at room temperature. Three other constants were chosen from independent estimates of the properties of the crystal. One of these is \( h \nu \) for the optical modes for which a value of \( k520^\circ \text{K} \) was used; another is the effective electron mass, for which the free electron mass was used; and a third was the interaction constant for optical modes, which was set equal to that for the acoustical modes. The meaning of these terms is discussed in the Appendices.

4b. The Effect of the Optical Modes

We shall next discuss briefly the role of the optical modes before remarking on a theory of the low field discrepancy.

As discussed above the optical modes can act only if \( \varepsilon_1 > h \nu_{op} \). Theory indicates, however, that when they do come into action they are much more effective than the acoustical modes. On the basis of these ideas, we can see how they can act to give a limiting drift velocity that does not increase with increasing electric field. For purposes of this illustration we shall imagine that so high an electric field is applied that an electron may be accelerated from \( P_1 = 0 \) to \( P_2 = (2mh \nu_{op})^{1/2} \), at which its energy equals \( h \nu_{op} \), in so short a time that it is not scattered by acoustical modes. As soon as it reaches \( P_2 \), we assume that it is scattered by the optical modes, loses all its energy and returns to zero energy. This process then repeats, the period being

\[ P_2/qE \text{ since } dP_2/dt = qE. \] The average momentum is evidently \( P_2/2 \) and the average velocity is

\[ v_d = P_2/2m = (\hbar v_0/2m)^{1/2} \quad (4.4) \]

and is independent of \( E \). The optical modes correspond to a temperature of about \( 520^\circ K \) and this leads to

\[ v_d = 6.3 \times 10^6 \text{ cm/sec.} \quad (4.5) \]

in general agreement with the observed value.

The theory in the appendices indicates that both optical and acoustical modes are active simultaneously and their interplay leads to the theoretical curves shown. (In the Appendices a further discussion is presented and some additional data are compared with theory.)

The tendency of the theoretical curves to fall below the data for \( 193^\circ K \) and \( 298^\circ K \) for field values below the optical point is thought to arise largely from the approximations employed in the theory. The approximations neglect the ability of the optical modes to enable the electrons to lose energy for fields below the indicated value. Actually some electrons will be scattered by the optical modes and this will contribute in an important way to holding the temperature down and the mobility up. A correct treatment would, therefore, raise the theoretical curve appreciably in the region where it deviates most from the data.

4c. Electron “Temperatures”

From the theory it follows that the average electron energies correspond to about \( 520^\circ K \) at the points marked Op on Fig. 5. The highest point on the \( 298^\circ K \) curve corresponds to \( \sim 700^\circ K \) and the highest point on the \( 77^\circ K \) curve corresponds to \( 550^\circ K \). For this last case the electron temperature is more than seven times as high as that of the atomic vibrations. In the appendix we quote some other earlier data of Ryder’s that indicates electron temperatures of about 4000\(^\circ K \) while the crystal itself remains at room temperature.

5. An Explanation of the Low Field Discrepancy

The failure to deviate from Ohm’s law at the low fields predicted indicates that the electrons can dissipate their excess energy more effectively than would be expected on the basis of their mobility. This conclusion is forced on us by the observation that they apparently retain their thermal distribution and normal mobility to higher fields than predicted. It is not possible to explain the discrepancy by assuming a large or a small value for the effective mass, since the value of the effective mass does not enter into the final comparison with experiment.
It is possible, however, to explain the discrepancy by assuming that the effective mass is not single valued. This assumption corresponds to the case in which the surface in the Brillouin zone belonging to a single energy is not a sphere but instead a complex surface of two or three sheets. Such surfaces have been found as a result of numerical calculations for certain crystals\textsuperscript{11} and it has also been shown that such surfaces are to be expected in general\textsuperscript{12} if the energy at the bottom of the conduction band is degenerate. It appears necessary to assume that such complex surfaces occur in order to explain magnetoresistance effects.\textsuperscript{13}

In terms of Fig. 4, this theory replaces the circular energy contours by deeply re-entrant curves. Transitions from peak to peak of the curves result in large energy transfers to the phonons and hence more effective energy losses. This effect can occur without a compensating change in the effective mass involved in the mobility and, as a result, the critical field may be increased by a large factor. A preliminary analysis indicates that in order to increase the critical field by a factor of 3 a value of about 3 is also required for the ratio of maximum to minimum momentum for the energy surface. A similar analysis of magnetoresistance leads to a factor about 50% larger in order to account for the increases in transverse resistance of about 7-fold observed by Suhl.\textsuperscript{14} At the time of writing, therefore, the author feels that both the critical field data at low fields and the magnetoresistance data require a modification of the effective mass picture and that the same modification may well explain both sets of data.

I am indebted to E. J. Ryder, whose experimental results provoked the analysis presented in this paper, to F. Seitz and J. Bardeen for several helpful discussions, to Gregory Wannier for an introduction to the analogous case in gas discharge theory and to Esther Conwell for help with the manuscript. I shall also take this opportunity to express my appreciation to C. J. Davison. The opportunity to work in his group was a large factor in my decision to come to Bell Telephone Laboratories, where I enjoyed his stimulating companionship while assigned to his group, and later as well.

APPENDICES

A.1 Introduction and Notation

The problem of energy exchange between the electrons and the phonons requires a somewhat more sophisticated treatment than does the problem of mobility at low fields. In order to present the theory of energy exchange,

\textsuperscript{11} W. Shockley, Phys. Rev. 50, 754 (1936).
\textsuperscript{12} W. Shockley, Phys. Rev. 78, 173 (1950).
\textsuperscript{13} W. Shockley, Phys. Rev. 79, 191 (1950).
\textsuperscript{14} H. Suhl, Phys. Rev. 78, 646 (1950). Suhl finds increases in resistance in transverse fields as high as 7-fold.
it is necessary to reproduce a large amount of the material dealt with in or-
dinary conductivity theory. We do this in a somewhat abbreviated form ex-
panding the exposition on the points particularly pertinent to the theory
of energy losses.

For convenience we reproduce here a number of the more important sym-
bols. The references indicated refer to places where they are discussed in the
text.

\[ a = \text{lattice constant; Fig. 3.} \]
\[ c = \text{speed of longitudinal acoustical wave; Equ. (3.2).} \]
\[ c_{tt} = \text{average longitudinal elastic constant; Equ. (A4.1).} \]
\[ e = \text{base of Naperian logarithms.} \]
\[ E = \text{electric field.} \]
\[ \varepsilon = \text{energy.} \]
\[ \varepsilon_{1n} \text{ and } \varepsilon_{2n}; \text{ Equ. (A4.1) and (A7.9).} \]
\[ \hbar = 2\pi \hbar = \text{Planck's constant.} \]
\[ k = \text{Boltzmann's constant.} \]
\[ \ell = \text{mean free path for electron due to scattering by acoustic phonons;} \]
\[ \text{(A4.3).} \]
\[ \ell_{op} = \text{describes scattering by optical phonons; (A7.19).} \]
\[ m = \text{effective mass of electron.} \]
\[ M = \text{mass in equivalent mass treatment; (A5.8).} \]
\[ \bar{P} = \text{“crystal momentum” of electron = } h \text{ times its wave number.} \]
\[ V = \text{volume of crystal.} \]
\[ \Delta = \text{dilation; (A4.1) and (A7.10).} \]
\[ \nu = \text{frequency of normal mode.} \]
\[ \nu_{op} = \text{frequency of optical mode (used in Section 4 only); Equ. (4.5).} \]

\text{A.2 The Probability of Transition into Energy Range } \delta\varepsilon_2

In this section we consider an electron initially with energy \( \varepsilon_1 \) and mo-
momentum \( \bar{P}_1 \), which for convenience we take to be along the \( P_z \)-axis, and
we evaluate the probability that it make a transition to states with ener-
gies in the range \( \varepsilon_2 \) to \( \varepsilon_2 + \delta\varepsilon_2 \). We shall assume that the crystal is elas-
tically isotropic so that for the spherical energy surface approximation
employed, i.e. equation 3.6, the scattering will be symmetrical about the
\( P_z \)-axis. The end states, \( \bar{P}_2 \), may, therefore, be considered in groups lying
in the range \( d\varepsilon_2, d\theta \) where \( \theta \) is the angle between \( \bar{P}_1 \) and \( \bar{P}_2 \). These states
lie in a ring in \( \bar{P} \)-space whose volume is

\[ 2\pi P_2 \sin \theta \ P_2 \ d\theta \ dP_2 = 2\pi mP_2 \sin \theta \ d\theta \ d\varepsilon_2 \quad (A2.1) \]
The number of end states in $d\theta d\varepsilon_2$ space is thus

$$(V/\hbar^2) 2\pi m P_2 \sin \theta d\theta d\varepsilon_2 = \rho d\theta d\varepsilon_2 \quad (A2.2)$$

(The density \(\rho\) introduced above is used below in calculating the transition probability; since spin is conserved in the transitions of interest, the density of possible end states in phase space is \(1/\hbar^3\) instead of \(2/\hbar^3\).)

The transitions will occur between states of the entire system, electron plus phonons, which conserve energy. The transition of the electron from $P_1$ to $P_2$ requires a compensating change in the phonon field.\(^{16}\) The conservation laws allow two possibilities: (I) \textit{phonon emission}; the longitudinal acoustical mode with

$$P_\alpha = \hbar k_\alpha = -(P_2 - P_1) \quad (A2.3)$$

undergoes a change

$$n_\alpha \to n_\alpha + 1 \quad (A2.4)$$

with a change in energy for the electron of

$$\varepsilon_2 - \varepsilon_1 = -\hbar \omega_\alpha = -\hbar c/\lambda = -cP_\alpha \quad (A2.5)$$

where \(c\) is the velocity of the longitudinal phonons that are chiefly responsible for the scattering. These relationships lead to conservation of the sum of \(P\) for the electron plus $\sum n_\alpha P_\alpha$ for the phonons. The other possibility is (II) \textit{phonon absorption}, for this case

$$P_\beta = \hbar k_\beta = (P_2 - P_1) \quad (A2.6)$$

$$n_\beta \to n_\beta - 1 \quad (A2.7)$$

$$\varepsilon_2 - \varepsilon_1 = +cP_\beta \quad (A2.8)$$

again with conservation of the sum of \(P\) vectors.

If we denote by $\varepsilon$ the energy of the electron after collision plus the change in phonon energy, then the requirement of equality for energy before and after collision gives

$$\varepsilon = \varepsilon_2 + \delta n_\gamma c P_\gamma = \varepsilon_1 \quad (A2.9)$$

where $\delta n_\gamma = +1$ is the phonon emission or $\alpha$ surface and $\delta n_\gamma = -1$ is the phonon absorption or $\beta$ surface of Fig. 4.

\(^{15}\) The notation in this appendix follows closely that of W. Shockley, "Electrons and Holes in Semiconductors," D. van Nostrand (1950) to which we shall refer as \textit{E and H in S}. See page 253 for a similar treatment of $\rho$.

\(^{16}\) This condition is analogous to one for the conservation of momentum but has a different interpretation. See for example \textit{E and H in S}, p. 519 equation (15).
We shall next insert these symbols into the conventional expression for transition probability. We consider a system described by one or more sets of quantum numbers, say $x_1, x_2, \ldots, x_n$ which may take on discrete but closely spaced values so that the numbers of states lying in a range $dx_1, \ldots, dx_n$ is

$$\rho(x_1, \ldots, x_n) \, dx_1 \cdots dx_n. \quad (A2.10)$$

The system may make a transition from an initial state $\varphi_0$ and energy $\varepsilon_0$ to another state $\varphi_i$ of the same energy between which there is a matrix element $U_{0i}$. The total probability of the system making a transition per unit time to the range of quantum numbers $dx_2, dx_3, \ldots, dx_n$ is then

$$W_{0i} \, dx_2 \cdots dx_n = (2\pi/\hbar) \left| U_{0i} \right|^2 \rho \left( \frac{\partial \varepsilon_i}{\partial x_1} \right) \, dx_2, \cdots, dx_n \quad (A2.11)$$

where $\partial \varepsilon_i/\partial x_1$ is evaluated where $\varepsilon_i = \varepsilon_0$; if for the range $dx_2, \ldots, dx_n$ of the other quantum numbers there is no $x_1$ value that gives $\varepsilon_i = \varepsilon_0$, then the transition does not occur.

We shall apply this to our case letting $\theta = x_1$ and $\varepsilon_2 = x_2$. The expression $\partial \varepsilon_i/\partial x_1$ then becomes

$$\frac{\partial \varepsilon_i}{\partial x_1} = \left( \frac{\partial \varepsilon_2}{\partial \theta} \right) \frac{\delta n}{\varepsilon_2} \left( \frac{\partial P_1}{\partial \theta} \right) \varepsilon_2 \quad (A2.12)$$

where

$$\frac{\partial}{\partial \theta} P_\gamma = \frac{\partial}{\partial \theta} \left| \vec{P} - P_1 \right| = \frac{\partial}{\partial \theta} \left( P_2^2 + P_1^2 - 2P_1P_2 \cos \theta \right)^{1/2} = P_1P_2 \sin \theta/P_\gamma \quad (A2.13)$$

We then obtain, for $W_{12} \, d\varepsilon_2$, the probability per unit time of transition of the electron from $\vec{P}_1$ to states with energies between $\varepsilon_2$ and $\varepsilon_2 + d\varepsilon_2$, the expression

$$W_{12} \, d\varepsilon_2 = (2\pi/\hbar) \left| U \right|^2 \left( V/\hbar^3 \right) 2\pi m P_2 \sin \theta \times (P_\gamma/c\delta n \gamma P_1 P_2 \sin \theta) \, d\varepsilon_2$$

$$= (V/2\pi h^4) m \left| U \right|^2 (P_\gamma/c\delta n \gamma P_1) \, d\varepsilon_2$$

$$= (V/2\pi h^4) m \left| U \right|^2 (P_\gamma/P_1)(-dP_\gamma) \; ; \quad (A2.14)$$

where the negative coefficient of $dP_\gamma$ is without significance except for its relationship to the selection of the limits of integration. In subsequent equations we shall disregard the sign convention which relates $d\varepsilon_2$ to $dP_\gamma$; no

17 See L. I. Schiff "Quantum Mechanics," McGraw-Hill Book Co. (1949), equation (29.12). The additional factor $1/(\partial \varepsilon_i/\partial x_1)$ converts the $\rho$ used here to that of Schiff, which latter is number of states per unit energy range.
error is introduced provided the subsequent integrations are always in the
direction of increasing values for the variables concerned.

**A.3 The Allowed Ranges for** $P_\gamma$

An electron with an energy corresponding to room temperature can change its energy by only a small fraction in a one phonon transition. The extremes occur for $\theta = \pi$ corresponding to complete reversal of direction. For this case we have

\[
\varepsilon_2 - \varepsilon_1 = (P_2^2 - P_1^2)/2m = -\delta n_\gamma c P_\gamma
\]

so that

\[
P_2 - P_1 = -\delta n_\gamma 2mc \equiv - 2\delta n_\gamma P_0.
\]

Thus the limiting values of $P_2$ differ from $P_1$ by

\[
\pm 2P_0 = \pm 2mc
\]

in keeping with the results shown in Fig. 4. [For $v_1 = P_1/m = 10^7$ cm/sec, corresponding to $\varepsilon_1 = 0.025$ electron volts, and $c = 5.4 \times 10^5$ cm/sec, it is seen that $P_2$ and $P_1$ differ by 10%.] For this case the range of $P_\gamma$ is

phonon emission, $\delta n_\alpha = +1$, $P_\alpha$ from 0 to $2(P_1 - P_0)$ \hspace{1cm} (A3.4)

phonon absorption, $\delta n_\beta = -1$, $P_\beta$ from 0 to $2(P_1 + P_0)$. \hspace{1cm} (A3.5)

A singularity occurs for $P_1 = P_0$. For this case phonon emission becomes impossible and the inner curve of Fig. 4 shrinks to zero; in Fig. A1 we show the sequence of shrinkage. The value of $\varepsilon_1$ for this condition corresponds to thermal energy for a temperature of less than $1^\circ$K. Under the conditions for which we shall compare theory and experiment, a negligible number of electrons lie in this range. Accordingly we shall use the above limits in calculations and neglect the small errors introduced.

**A.4 The Matrix Element and the Mean Free Path**

The matrix element may be written in the form\(^{18}\)

\[
|U|^2 = \varepsilon_{in}^2 (2n_\gamma + 1 + \delta n_\gamma)P_\gamma c/4V\epsilon_{\tau\tau}
\]

where $\varepsilon_{in}$ is the derivative of the edge of the conduction band in respect to dilatation of the crystal and $\epsilon_{\tau\tau}$ is the elastic constant for longitudinal

\(^{18}\)See E and H in S, page 528, equation 31. The second expression in equation 31 of this reference is in error by omission of a factor $\hbar \omega_{\kappa\alpha} = cP_\gamma$.\hspace{1cm}
Fig. A1—Initial and Final Values of $\vec{P}$ for Transitions which conserve energy.

(a) The two nearly spherical surfaces for $|\vec{P}_1| = 6mc$.
(b) The two surfaces for $|\vec{P}_1| = 3mc$.
(c) For an electron with $|\vec{P}_1| = mc$, energy loss is impossible.
(d) The case of $|\vec{P}_1| = 0$.

waves. Inserting this in the expression (A2.14) for $W_{12} d\xi$, we obtain

$$W_{12} d\xi = \left(\frac{V}{2\pi \hbar^4}\right) m \left[\xi_{1\alpha}^2 P_\gamma c/4V_{ct}\right]$$

$$(2n_\gamma + 1 + \delta n_\gamma)(P_\gamma/P_1) dP_\gamma$$

$$= \left(1/\ell\right)\left(1/8mP_1\right)(2n_\gamma + 1 + \delta n_\gamma)(cP_\gamma/kT)P_\gamma dP_\gamma$$

where we have used the symbol $\ell$ to represent

$$\ell = \pi \hbar^4 c_{ct}/m^2\xi_{1\alpha}^2 kT$$

because, as we shall shortly show, $\ell$ is the mean free path for electrons.
For the cases with which we shall be concerned, the values of \( n_\gamma \) may be approximated by classical equipartition. This may be seen from the fact that largest energy phonons correspond approximately to an energy of

\[
cP_\gamma \approx 2cP_1 = \left(\frac{4cm}{P_1}\right)P_1^2/2m
\]

\[
= \left(\frac{4c}{v_1}\right)kT.
\]

Their energies will, therefore, be considerably less than \( kT \). For large increases in electron energy in high fields, however, this approximation may not be adequate. At room temperature \( cP_\gamma/kT = 0.2 \) and the critical range will correspond approximately to an increase of about 10 fold of electron temperature above the temperature of the crystal. Under these conditions \( cP_\gamma \) deduced from equation (A4.4) will be about \( 2kT \) for the most energetic phonons; for this condition, however, \( P_\gamma \) lies at the edge of the Brillouin zone and dispersive effects must be considered. In this treatment we shall not investigate further these limits and shall in general assume that \( cP_\gamma < kT \).

We shall next derive an expression for the mean free path and verify that the scattering is isotropic. These results can be derived more simply and directly from the matrix element by neglecting \( (P_0/P_1) \) and \( (cP_\alpha/kT) \) from the outset. For the treatment of energy losses that follows, we cannot make these approximations. We shall, however, make them in the remainder of this section thus establishing that our more general formulation reduces correctly to the more convenient and simpler formulation usually used.

For the condition under which equilibrium applies we may approximate \( n_\gamma \) as follows:

\[
n_\gamma = \frac{1}{[(\exp cP_\gamma/kT) - 1]} = (kT/cP_\gamma) - \frac{1}{2}.
\]

Then, for the phonon emission or \( \alpha \) case, the contribution to \( W_{12} \) \( dE_2 \) becomes

\[
W_{12} \ dE_2 = (4m\ell P_1)^{-1}[1 + (cP_\alpha/2kT)]P_\alpha \ dP_\alpha
\]

and for the phonon absorption case, it becomes

\[
W_{12} \ dE_2 = (4m\ell P_1)^{-1}[1 - (cP_\beta/2kT)]P_\beta \ dP_\beta.
\]

We shall use these expressions later for the calculation of energy exchange, in which case the terms in \( cP_\alpha/2kT \), which favor phonon emission, play an important role. In order to check the expression for mean free path we neglect these terms, however, and also approximate the integral of \( P_\alpha \ dP_\alpha \) by \( 2P_1^2 \) rather than \( 2(P_1 - P_0)^2 \). The total probability of transition from state
which should be taken to be \(1/\tau_1\) where \(\tau_1\) is the mean free time, is then

\[
\frac{1}{\tau_1} = W_1 = (4m\ell P_1)^{-1} 4P^2 = (P_4/m)/\ell = v_1/\ell. \tag{A4.7}
\]

This is just the relationship appropriate to the interpretation of \(\ell\) as a mean free path between collisions.\textsuperscript{19} It does not follow that \(\tau_1\) is the relaxation time for the current, however, unless the average velocity after collision is zero. We shall next show that the average velocity after collision is zero to the same degree of approximation used above by showing that scattering into any solid angle of directions is simply proportional to the solid angle, i.e. the direction of motion after collision is random.

The conclusion that the scattering is nearly isotropic follows from the approximate proportionality of probability to \(P_4 dP_4\). Since \(P_2\) is nearly equal to \(P_1\) and substantially independent of \(\theta\), we may write

\[
P_\alpha dP_\alpha = \frac{1}{2} d(P_\alpha)^2 = \frac{1}{2} d(2P^2_1 - 2P^2_1 \cos \theta) = - P^2_1 d \cos \theta = P^2_1 \sin \theta d\theta. \tag{A4.8}
\]

The last term is simply proportional to the solid angle lying in range \(d\theta\); hence the end states are distributed with uniform probability over all directions and the scattering is isotropic.

\textbf{A5. Approximate Equivalence to Elastic Sphere Model}

In this section we shall show that on the average the energy exchange between the electron and the phonons when the electron is scattered through an angle \(\theta\) is very similar in form to that corresponding to elastic collisions between spheres with the phonons represented by a mass much greater than the electrons. If \(dP_\alpha\) and \(dP_\beta\) correspond to scattering through angles between \(\theta\) and \(\theta + d\theta\), then the energy loss for phonon emission is \(cP_\alpha\) and the energy gain for absorption is \(cP_\beta\). The relative probabilities of loss and gain are given by equations (A4.6) and from these it is found that the average energy gain is

\[
\langle \delta E \rangle = \frac{cP_\beta [1 - (cP_\beta/2kT)] P_\beta dP_\beta - cP_\alpha [1 + (cP_\alpha/2kT)] P_\alpha dP_\alpha}{[1 - (cP_\beta/2kT)] P_\beta dP_\beta + [1 + (cP_\alpha/2kT)] P_\alpha dP_\alpha} \tag{A5.1}
\]

\[
= \frac{[cP^2_\beta dP_\beta - P^2_\alpha dP_\alpha] - (c^2/2kT)(P^2_\beta dP_\beta + P^2_\alpha dP_\alpha)}{[1 - (cP_\beta/2kT)] P_\beta dP_\beta + [1 + (cP_\alpha/2kT)] P_\alpha dP_\alpha}.
\]

Since we are concerned chiefly with cases in which \(P_0 \ll P_1\), \(P_2 \approx P_1\), and \(cP_\beta/kT \ll 1\), we may set

\[
P_\alpha \approx P_\beta \approx P_\gamma \approx 2P_1 \sin (\theta/2) \tag{A5.2}
\]

\textsuperscript{19} See E and H in S, Chapter 11.
where $P_\gamma$ corresponds to neglecting the energy change of the electron on collision. This approximation is not good enough for the first term in (A5.1) which involves $P_\beta - P_\alpha$. In order to evaluate this first term we note that the relationships

$$P_\alpha = P_\gamma [1 - (P_\alpha P_\gamma / 2P_1^2)] \quad \text{(A5.3a)}$$
$$P_\beta = P_\gamma [1 + (P_\alpha P_\gamma / 2P_1^2)] \quad \text{(A5.3b)}$$

may be derived up to the first order in $P_\alpha$. This permits us to write

$$P_\beta dP_\beta - P_\alpha^2 dP_\alpha \approx \left(\frac{1}{3}\right) d \left[ (P_\beta - P_\alpha)(3P_\gamma^2) \right]$$

$$= d[P_\alpha P_\gamma^2 / P_1^2] = 4(P_\alpha P_\gamma^2 / P_1^2) P_\gamma dP_\gamma.$$

Hence

$$\langle \delta E \rangle = 2(cP_\alpha P_\gamma^2 / P_1^2) - c^2 P_\gamma^2 / 2kT. \quad \text{(A5.5)}$$

The second term is proportional to the $(\text{average change in momentum})^2$ for collision by angle $\theta$. It thus corresponds to energy which would be transferred to an initially stationary mass $M \gg m$ by the colliding electron provided we take

$$M = kT/c^2. \quad \text{(A5.6)}$$

That this mass is much greater than the electron’s mass may be seen in terms of $v$, the velocity of a thermal electron:

$$mv_t^2 / 2 = kT. \quad \text{(A5.7)}$$

From this we obtain

$$M = m(v_t / c)^2 / 2 = 170m \quad \text{(A5.8)}$$

at room temperature where $v_t \approx 10^7$ cm/sec while $c \approx 5.4 \times 10^8$ cm/sec.

The first term may then be interpreted as follows:

$$2cP_\alpha P_\gamma^2 / P_1^2 = 2c^2 m P_\gamma^2 / P_1^2 = 2(kT m / M)(P_\gamma^2 / P_1^2) \quad \text{(A5.9)}$$

If this is averaged over all angles $\theta$, the $P_\gamma^2 / P_1^2$ term becomes 2; the energy gain is then just that picked up by a mass $m$ colliding with a mass $M$ moving with a Maxwellian distribution at temperature $T$ as may be seen as follows: For this case the velocity $v_M$ of $M$ parallel to the line of centers on collision imparts an added velocity $2v_M$ to the electron and, on the average, an energy

$$\left(\frac{1}{2}\right)m \langle (2v_M)^2 \rangle = 2m \langle v_M^2 \rangle = 2 mkT / M \quad \text{(A5.11)}$$
since \( M\langle v_M^2 \rangle /2 = kT/2 \). In addition, however, there is an effect due to relative velocity: when \( v_M \) is directed so as to increase the closing velocity, the probability of collision is increased. Due to this effect, collisions with higher relative velocity are favored and as a result the energy transferred due to the \( v_M \) effect is just doubled\(^{20}\) leading to a total contribution of

\[
\text{(energy transfer due to } v_M) = 4\, mkT/M.
\]  
(A5.10)

This is just to the first term of (A5.5) when averaged over all values of \( \theta \).

Thus the average of the gain in energy term in (A5.5) is just that corresponding to interactions with heavy masses \( M \) in thermal agitation. The difference is that in the sphere model the average energy gain term is independent of \( \theta \), whereas in the phonon case it varies as \( P_1^2/P_0^2 \) and approaches zero for forward scattering so that the dependence upon angle is different. The energy loss term, however, is correctly represented by the sphere model.

The average value of \( \langle \delta E \rangle \) averaged over all values of \( \theta \) is denoted by \( \langle \delta E \rangle_{P_1} \). Since \( P_1^2 \) averaged over \( \theta \) is \( 2P_0^2 \), we obtain

\[
\langle \delta E \rangle_{P_1} = 4cP_0 = \frac{e^2 P_0^2}{kT} = 4mc^2 (1 - P_0^2/4\, mkT).
\]  
(A5.12)

From this expression it is seen that an electron with energy \( \langle P_1^2 \rangle /2m = kT \) keeps the same energy on the average after \( M \) collision. We shall use expression (A5.12) in Section A.6.

For high electric fields, the electron energies are higher than thermal and the loss terms predominate. Furthermore, the scattering in both cases is nearly isotropic if \( M \gg m \) and the colliding particles are spheres. Hence, the analysis of kinetic theory of ionized gases can be applied to a high degree of approximation to estimate electron behaviors.

It should be stressed that several approximations are involved in this treatment. In particular it is assumed that (I) \( eP_1 < kT \) and that (II) \( P_1 \gg P_0 \). If this is true, then

\[
v_1/c = P_1/P_0 \gg 1
\]  
(A5.13)

so that the approximation used in considering the heavy spheres to be moving slowly holds and the mass of the heavy spheres is much greater than the electron mass:

\[
M/m = (kT/c^2)/(2kT/v_1^2) = v_1^2/2c^2.
\]  
(A5.14)

If conditions (I) and (II) are not satisfied, the approximations leading to (A5.5) will require revision.

\(^{20}\) If \( v_m \) is the velocity towards centers, then the probability of collision is weighted by \( [1 + (v_M/v_m)] \) and the term linear in \( v_M \) in the energy, which is \( \langle \delta m \rangle (4n_s v_M) \), contributes \( 2\langle v_M^2 \rangle m \) to the average transfer.
A.6 Approximate Treatments of Mobility in High Fields

A correct treatment of mobility in high electric fields $\overline{E}$ is based upon finding the steady state distribution function $f(P, \overline{E}, T)$ which satisfies the Boltzmann equation, i.e. a function for which the rate of change due to acceleration by $\overline{E}$ just balances that due to scattering. This method leads to a rather formidable mathematics which may tend to obscure some of the physical forces at work. We shall in this section derive relationships between drift velocity and $\overline{E}$ on the basis of simpler models and shall compare the results with the exact treatment as given in the literature for the case of a gas.

For this purpose, we shall first suppose that the field in effect raises the electrons to a temperature $T_e$ which is greater than the temperature $T$ of the phonon distribution. The electrons with temperature $T_e$ will have collisions at a rate $(T_e/T)^{1/2}$ greater than before and their mobility will be reduced from its equilibrium value $\mu_0$ to a new value $\mu$

$$\mu = (T/T_e)^{1/2} \mu_0. \quad (A6.1)$$

The average rate at which the electric field does work on an electron is then

$$(d\varepsilon/dl)_{\text{field}} = \text{Force} \times \text{Speed} = q\mu E^2. \quad (A6.2)$$

For steady state conditions this must be equal to minus the average rate at which an electron gains energy from the phonons. Denoting this by $(d\varepsilon/dl)_{\text{phonons}}$ we have

$$(d\varepsilon/dl)_{\text{field}} + (d\varepsilon/dl)_{\text{phonons}} = 0. \quad (A6.3)$$

In order to calculate the average rate of energy loss to the phonons, we consider the average energy gain of an electron of momentum $P_1$. As given by (A5.12):

$$\langle \delta \varepsilon \rangle_{P_1} = 4mc^2 [1 - (mv^2/4kT)]. \quad (A6.4)$$

According to our assumption, the number of electrons in the velocity range $v$ to $v + dv$ is $N(v) dv = A \exp (-mv^2/2kT) v^2 dv$. These electrons suffer collision at a rate $v/\ell$. Hence the average rate of energy gain is

$$(d\varepsilon/dl)_{\text{phonons}} = \int \langle \delta \varepsilon \rangle_{P(v/\ell)} N(v) dv \int N(v) dv \quad (A6.5)$$

where we have introduced

$$v_T = (2kT/m)^{1/2}, \quad v_e = (2kT_e/m)^{1/2}. \quad (A6.6)$$
We see that for thermal equilibrium, with $T = T_e$ and $v = v_e$, this equation gives correctly the result that there is no net interchange of energy between electrons and phonons.

The equation for mobility for the case of phonon scattering is

$$\mu_0 = 4q\ell/3\sqrt{\pi}vTm.$$  \hspace{1cm} (A6.7)

This expression may be used to reduce the steady state equation:

$$0 = (d\epsilon/dt)_{\text{field}} - (d\epsilon/dt)_{\text{phonons}}$$

$$= (v_T/v_e)q\mu_0 E^2 + (8/\sqrt{\pi})(mc^2v_T/\ell)(v_e/v_T) [1 - (v_e/v_T)^2]$$

to

$$(v_e/v_T)^2 - (v_e/v_T) = (3\pi/32)(\mu_0 E/c)^2.$$  \hspace{1cm} (A6.9)

This equation may be solved for $v_e/v_T$:

$$(v_e/v_T) = \sqrt{\left(\frac{3}{8}\right)\left(1 + \left(\frac{3\pi}{8}\right)(\mu_0 E/c)^2\right)^{1/2}}.$$  \hspace{1cm} (A6.10)

The drift velocity then becomes

$$v_d = \mu_0 E = \mu_0 E \sqrt{2}/(1 + [1 + (3\pi/8)(\mu_0 E/c)^2]^{1/2})^{1/2}.$$  \hspace{1cm} (A6.11)

For $E \ll c/\mu_0$, we have

$$v_d = \mu_0 E.$$  \hspace{1cm} (A6.12)

For $E \gg c/\mu_0$, we have$^{21}$

$$v_d = (32/3\pi)^{1/4} (\mu_0 Ec)^{1/2} = 1.36(\mu_0 Ec)^{1/2}.$$  \hspace{1cm} (A6.13)

These equations define a critical field $E_c$ at which the two limiting cases would give the same mobility:

$$E_c = (32/3\pi)^{1/2}/\mu_0 = 1.84c/\mu_0.$$  \hspace{1cm} (A6.14)

At this critical field, the drift velocity is less than the value on either limiting form by a factor of

$$v_d/\mu_0 E_c = \sqrt{2}/[1 + 5^{1/2}]^{1/2} = 0.785.$$  \hspace{1cm} (A6.15)

This reduction in mobility corresponds to an electron temperature of

$$T_e = T/(0.785)^2 = 1.62T.$$  \hspace{1cm} (A6.16)

Expressed in terms of $e$ the drift velocity given by the limiting forms is

$$v_e = v_d \text{ (extrapolated)} = 1.84e.$$  \hspace{1cm} (A6.17)

$^{21}$ This relationship has been published in Bulletin of Am. Phys. Soc., Vol. 26, No. 1, paper 55.
and the actual drift velocity is
\[ v_d(E_c) = 0.785 \times 1.84c = 1.45c. \] (A6.18)

If we introduce \( E_c \) into the steady state equation (A6.9), and express \( v_c/v_T \) as a mobility ratio, we obtain
\[ (\mu_0/\mu)^4 - (\mu_0/\mu)^2 = (E/E_c)^2. \] (A6.19)

We give this equation in order to show the similarity of the Maxwellian distribution case to the cruder case considered next.

A similar treatment may be given for a hypothetical distribution of electrons such that all have the same energy \( \mathcal{E} \) and speed \( v \). The effective mobility of such a distribution is\(^{22}\)
\[ \mu = (q\tau/m) \left( 1 + \left( \frac{3}{4} \right) d\ln\tau/d\lnv \right) = 2q\ell/3vm = \pi^{1/2} \mu_0 v_T/2v. \] (A6.20)

The steady state equation deduced from (A6.19) and (A6.4) is
\[ (\nu^2/2v_T^2) [(\nu^2/2v_T^2) - 1] = (3\pi/64) (\mu_0 E/c)^2 \] (A6.21)

For high fields we find that this steady state condition gives
\[ v_d = (\pi/3)^{1/4} (\mu_0 E)^{1/2} = 1.01 (\mu_0 E)^{1/2}, \] (A6.22)
a value somewhat smaller than that obtained from the Maxwellian approximation. This leads to a critical field of
\[ E_c = (\pi/3)^{1/2} c/\mu_0 = 1.03 c/\mu_0 \] (A.623)
at which \( v_d \) given by (A6.22) extrapolates to give the same value as \( \mu_0 E \).

We may use this distribution and make it give identical results with the Maxwellian distribution. If we use the steady state condition for low fields, we find \( v = 2^{1/2} v_T \) and
\[ \mu = \mu'_0 = \sqrt{\pi/8} \mu_0 = 0.625 \mu_0. \] (A6.24)

In terms of this \( \mu'_0 \), the steady state equation becomes
\[ (\mu'_0/\mu)^2 [(\mu'_0/\mu)^2 - 1] = (E/E'_c)^2. \] (A6.25)

with
\[ E'_c = (8/3)^{1/2} c/\mu'_0 = 1.63 c/\mu'_0. \] (A6.26)

It is evident that if we chose modified values of \( c' \) and \( \ell' \) so as to make \( \mu'_0(\ell') \) become equal to \( \mu_0 \) and \( E'_c(c', \ell') = E_c(c, \ell) \), then the monoenergetic

\(^{22}\) See \( E \) and \( H \) in \( S \) problem 8 page 293.
approximation will give the same results as the Maxwellian distribution. We use this procedure in the following section.

As pointed out in Section A.5, the problem treated here is closely analogous to electronic conduction in gasses. For this case, an exact treatment has been given for high fields such that the motion of the large masses $M$ may be neglected. The drift velocity is found to be

$$v_d = \left(\frac{3}{4}\right)^{1/4}(\pi/4)^{1/2}(m/M)^{1/4}(qE\ell/m)^{1/2}/\Gamma(\frac{3}{2}). \quad (A6.27)$$

Substituting $kT/c^2$ for $M$ and using (A6.7) to eliminate $\ell$, we obtain

$$v_d = (\pi^3/6)^{1/4}\Gamma(\frac{3}{2})(\mu_0Ec)^{1/2}$$

$$= 1.23 (\mu_0Ec)^{1/2}. \quad (A6.28)$$

This value lies intermediate between the two simple approximations considered above and leads to a critical field of

$$E_c = 1.51 \ c/\mu_0 \quad (A6.29)$$

at a velocity of

$$v_{de} = \mu_0E_c = 1.51 \ c. \quad (A6.30)$$

Since the exact case gives $v_d = \mu_0E$ for low fields and $v_d = \mu_0(EE_c)^{1/2}$ for large fields, it is evident that either the Maxwellian or single energy distribution will approximate it well (provided suitable choices of $\mu_0$ or $\mu_0'$ and $E_c$ or $E_c'$ are made) except for a small error near $E_c$.

The distribution in energy for the gas case leads to a probability of finding the electron in a range $v$ to $v + dv$ proportional to

$$\left[ \exp - \int_0^v mv dv / (kT + 3M(q\ell E/3mv)^2) \right] v^2 \, dv \quad (A6.31)$$

For high fields this reduces to

$$[\exp - (3m/4M)(p^2m/q\ell E)^2]v^2 \, dv$$

It is seen that this distribution weights the low energies less heavily than does the Maxwellian for the same average energy and thus gives a lower mobility. It weights them more heavily than does the single energy and, therefore, gives a higher mobility than it.

A.7 The Effect of the Optical Modes

A.7a. Introduction

The treatment presented above is based entirely upon interaction with the longitudinal acoustical modes of the crystal. Since the diamond structure has two atoms per unit cell, it is also possible to have "optical modes" in which the two atoms vibrate in opposite directions. Such modes may have long wave lengths; for example, do the same thing in each unit cell, and thus correspond to small values of $P_\gamma$. Hence they may interact with the electron waves with $P_\gamma \neq P_1$. Their frequencies correspond roughly to a wave length of about $\frac{1}{2}$ the lattice constant in the [100] direction and hence to a frequency of about

$$
(4.92 \times 10^8)(\frac{1}{2}5.6 \times 10^{-8})^{-1} (2/\pi) = 1.12 \times 10^{13} \text{ sec}^{-1}
$$

(A7.1)

The last factor of $(2/\pi)$ is a crude allowance for dispersion, which leads to a decreasing phase velocity at short wave lengths. This corresponds to an energy

$$
h\nu = k 520^\circ K.
$$

(A7.2)

These optical phonons thus contain much more energy than the acoustical phonons; the latter having at room temperature an energy of about

$$
cP_1 = 2(c/v_1) (v_1 P_1/2) = (1/10)k 300^\circ = k 30^\circ K
$$

(A7.3)

[or about $k 100^\circ K$ if we use the higher effective value of $c$ discussed in Section 4]. Furthermore, the optical phonons will be only slightly excited; thus collisions with them will in general involve phonon emission so that a collision will on the average result in an energy loss of nearly $500k$. This is very large compared, for example, to the average loss of about $8 mc^2 = k 12^\circ$ per collision for electrons with energies of $4kT$.

A difficulty with the optical modes is that for the approximation of spherical energy bands, which we have used in earlier parts of this paper, they should have matrix elements which vanish when $P_1 = 0$. This conclusion is reached by considering the deformation potentials corresponding to an optical displacement: this may be thought of as moving one of the face-centered cubic sublattices of the diamond structure in respect to the other. Since the initial position is one of tetrahedral symmetry, there can be no first order change in the energy $\varepsilon_c$ at the bottom of the conduction band. There may be a distortion of the energy spheres for higher energies, however, and this can lead to matrix elements proportional to $P_1^2$ and transition probabilities proportional to $P_1^2$.\footnote{This view is in disagreement with the position stated by F. Seitz in his two papers on mobility. Phys. Rev. 73, 550 (1948) and 76, 1376 (1949). See for example the text between equations (14) and (15) of the latter paper.}
On the other hand, if the band is degenerate and has energy surfaces consisting, for example, of three sheets, then an optical displacement may split the degeneracy and the shift in energy for \( P_1 = 0 \) can be linear in the displacement. (For example consider one wave function with angular dependence of the form \( \cos \theta + \sin \theta \cos \varphi + \sin \theta \sin \varphi \) i.e. a \( p \)-type wave function with its axis along [111]. Its energy should certainly change for relative displacements of the two sublattices along the [111] direction since positive and negative displacements are unsymmetrical in their distortion in respect to this line.)

Chiefly from evidence on magneto-resistance, the writer is convinced that the electron energy band is complex in form. Thus it would be expected that the optical modes would have matrix elements for low values of \( P_1 \). We shall assume that this is the case but shall not endeavor to deal with a non-spherical band. This an inherently inconsistent approach, but should give at least a semiquantitative agreement with an exact theory.

In order to illustrate the effect of the optical modes, we shall assume for the moment that for high fields they are the dominant mechanism of scattering and that the scattering is isotropic. If the mean free time between collisions is \( \tau \), then the power input is

\[
\frac{d\varepsilon}{dt}_{\text{field}} = q^2 r E^2 / m. \tag{A7.4}
\]

If the temperature is so low that the optical modes are only slightly excited, the transitions will in general absorb an optical phonon so that

\[
\frac{d\varepsilon}{dt}_{\text{op}} = h\nu / \tau. \tag{A7.5}
\]

The steady state condition leads to the surprising but simple result that

\[
\nu_d = qr E / m = (h\nu / m)^{1/2} \tag{A7.6}
\]

so that the drift velocity is independent of \( E \).

If we insert \( k \ 520^\circ K \) for \( h\nu \) and the free electron mass for \( m \), \( \nu_d \) becomes the velocity of an electron with \( k \ 260^\circ K \) of energy giving

\[
\nu_d = 0.88 \times 10^7 \text{ cm/sec.} \tag{A7.7}
\]

The limiting value on Fig. 2 for \( 298^\circ K \) corresponds to extrapolating Ohm's law to about 1500 volts/cm or a drift velocity of \( 1500 \times 3600 = 0.54 \times 10^7 \). The limiting value for \( 77^\circ K \) is about twice as high. These values are seen to be in reasonable agreement with the predicted value.

It should be pointed out, however, that the answer obtained for \( \nu_d \) depends implicitly on the assumption that a relaxation time may be used in the simple way employed above. To illustrate that the result is not completely general we refer the reader to equation (4.4) which was obtained
on the basis of a somewhat different treatment. According to (4.4)

\[ v_d = \left( \frac{1}{2} \right) (2\nu/m)^{1/2} = (\nu/2m)^{1/2} \]

\[ = 0.63 \times 10^7 \text{ cm/sec.} \quad (A7.8) \]

da result smaller than (A7.6) by a factor of \( 2^{1/2} \).

A correct treatment of the optical modes together with acoustical modes would involve solving the Boltzmann equation to find the steady state distribution. This will obviously present problems of considerable complexity. In particular scattering will suddenly begin to increase when the electron acquires an energy, \( \varepsilon_1 > \nu \), and it seems unlikely that analytic solutions can be obtained. Even the Maxwellian distribution leads to somewhat complicated integrals.

**A.7b. Estimate of the Matrix Element**

In order to proceed further we must estimate the order of magnitude of the optical scattering matrix element. For this purpose we introduce a “deformation potential” coefficient for the optical modes by the equation

\[ \varepsilon_{2n} = \partial \varepsilon_c / \partial (x/x_0) \quad (A7.9) \]

where \( x \) is the displacement parallel to the \( x \)-axis of one sublattice in respect to the other and \( x_0 \) is the \( x \)-component of relative displacement of the sublattices for equilibrium conditions. The same reasoning as used in treating mobility by deformation potentials may then be applied and the matrix element evaluated by analogy with the dilatation waves. For the latter the matrix element may be written in the form

\[ | U_\Delta |^2 = \varepsilon_{1n}^2 \langle \Delta^2 \rangle / 2 \quad (A7.10) \]

where \( \Delta \) is the dilatation and \( \langle \Delta^2 \rangle \) is the average \((\text{dilatation})^2\) for the mode before and after transition. Since half the energy in a running wave is potential

\[ \frac{1}{2} c_{tt} \langle \Delta^2 \rangle V = \frac{1}{2} \nu \times \text{[average of (n + 1)]} \]

\[ = \nu (2n + 1 + \delta n)/4. \quad (A7.11) \]

This leads to the form introduced in equation (A4.1). By analogy, for the optical modes we should take

\[ | U_{op} |^2 = \varepsilon_{2n}^2 \langle (x/x_0)^2 \rangle / 2 \quad (A7.12) \]

---


27 See *E and H in S*, page 528.
where the stored energy for deformation \((x/x_0)\) is
\[
\frac{1}{2} c_{00} (x/x_0)^2 V \quad (A7.13)
\]
and the average value for a transition from \(n = 0\) to \(n = 1\) is \(h\nu\) for the total energy and \(\frac{1}{2}h\nu\) for potential. This leads to
\[
|U_{op}|^2 = \varepsilon_{2n}^2 h\nu/2c_{00} V \quad (A7.14)
\]
As a first approximation we may take the stiffness between the planes of atoms separated by \(x_0\) as the same as the macroscopic value. This leads to
\[
c_{00} = c_{tt} \quad (A7.15)
\]
Furthermore, equal relative displacements of neighbors are produced by equal values of \(\Delta\) and \(x/x_0\). Hence approximately equal changes in energy may occur so that we may assume that
\[
\varepsilon_{2n} \equiv \varepsilon_{1n}. \quad (A7.16)
\]
Under these conditions
\[
|U_{op}|^2 \cong (h\nu/kT) |U_\Delta|^2. \quad (A7.17)
\]
Since the energy of the optical modes is a maximum for \(P_\gamma = 0\), it will change only a small fraction for values of \(P_\gamma\) comparable to \(P_1\). \(^{23}\) (See Fig. 3.) Consequently, conservation of energy leads to transitions between \(P_1\) and a sphere with \(P_2 = [2m(\varepsilon_1 - h\nu)]^{1/2}\). The probability is equal to each point on the sphere and the transition probability is readily found\(^{29}\) to be
\[
1/\tau_{op} = (V |U_{op}|^2 m^2/\pi \hbar^4) v_2 \quad (A7.18)
\]
where \(v_2 = P_2/m\) is the speed after collision. If we assume relationship (A7.17) between matrix elements and introduce \(\ell\) as defined in (A4.3), then
\[
1/\tau_{op} = (h\nu/kT) v_2/\ell \equiv v_2/\ell_{op} \quad (A7.19)
\]
where \(\ell_{op}\) is a sort of mean free path for optical scattering.

The dependence of \(v_2\) upon the velocity before collision \(v_1\) is obtained as follows:
\[
\varepsilon_2 = \varepsilon_1 - h\nu \quad (A7.20)
\]
\[
v_2 = [2(\varepsilon_1 - h\nu)/m]^{1/2}
\]
\[
= (v_1^2 - \varepsilon_1^2)^{1/2} \quad (A7.21)
\]
\(^{29}\) See \(E\) and \(H\) in \(S\) of A.2, p. 493, for a similar treatment.
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where $v_e$ is the velocity corresponding to $h\nu$:

$$v_e = \left(\frac{2h\nu}{m}\right)^{1/2}. \quad (A7.22)$$

The rate of energy loss to the optical modes is simply

$$h\nu v_e / \ell_{\text{op}}. \quad (A7.23)$$

A.7c. Approximate Steady State Treatment

In order to test whether or not the role of optical modes can explain Ryder’s data, we shall use a very crude method. We shall assume that the electrons all have the same energy and shall calculate their mobility on the basis of the mean free time at that energy; from this we calculate the power input. We shall also calculate the power loss in the same way. It is obvious that this treatment is a very poor approximation to the actual situation. An electron which loses energy to the optical modes will, under most circumstances, have only a small fraction of its energy left afterwards; thus to assume a monoenergetic distribution is unrealistic. However, the treatment does bring into the analytic expressions the principal mechanisms and, as we shall show, appears to account for the main experimental features.

The collision frequency or relaxation time for transitions involving the optical modes is given in (A7.19) and the energy loss in (A7.23). We must introduce corresponding expressions for the effect of the acoustical modes. Since the single energy distribution is to be used over the entire range of electric fields, we must introduce some approximations like those discussed in connection with (A6.25) in order to make it converge on the correct behavior at $E = 0$. The particular choice selected is a compromise between the energy loss formulae for the Maxwellian and single energy distributions:

$$(dE/dt)_{\text{acous, phonons}} = (4mc^2v_1/\ell)[1 - (v_1/v_T)^2]. \quad (A7.24)$$

A simplified expression is also used for the mobility:

$$\mu = q\ell/mv_1 = \mu_0 v_T/v. \quad (A7.25)$$

The relationship between $\mu_0$ and $\ell$ given by this differs by 25 per cent from the correct relationship (A6.7); since $\mu_0$ is an adjustable parameter in the comparison between theory and experiment, (A7.25) does not introduce any error at low fields. Equations (A7.24) and (A7.25) cause $\mu$ to converge on $\mu_0$ and $\epsilon_1$ on $kT$ as $E$ approaches zero. (It is probable that a slightly better fit to the data would be obtained by using the procedure described with equation (A6.25); the calculations based on (A7.24) and (A7.25) were made before the (A6.25) procedure was worked out, however, and it was not considered worth while to rework them for this article.)
Rewriting the equation for mobility in terms of the collision frequencies $1/\tau = v_1/\ell$ and $1/\tau_{op}$, the power input from the electric field is

$$\frac{d\mathcal{E}}{dt}_{\text{field}} = q\mu E^2 = q^2 E^2/m \left[ (1/\tau) + (1/\tau_{op}) \right]$$

$$= q\mu_0 E^2/(v_1/v_T) \left[ 1 + (\ell/\ell_{op})(v_2/v_1) \right]$$

where the $v_2$ term is omitted if $v_1 < v_T$. The power delivered by phonons is

$$\frac{d\mathcal{E}}{dt}_{\text{phonons}} = 4mc^2 (v_1/\ell) [1 - (v_1/v_T)^2] - h\nu v_2/\ell_{op}$$

$$= \left( 4qc^2/\mu_0 \right)(v_1/v_T)$$

$$\times [1 - (v_1/v_T)^2 - (h\nu/4mc^2)(\ell/\ell_{op})(v_2/v_1)].$$

The two coefficients of $(v_2/v_1)$ are both larger than unity according to the analysis given above. We shall introduce the symbols $A$ and $B$ for them:

Accordingly

$$A = \ell/\ell_{op} = h\nu/kT,$$

the last equality following from (A7.19), and

$$B = h\nu/4mc^2.$$  \hfill (A7.28)

If we take $h\nu = k 520^\circ K$, $m =$ the electron mass and $c = 5 \times 10^5$ cm/sec, we find

$$B = 87.$$  \hfill (A7.29)

As discussed in the text, the losses appear to be larger than can be accounted for by these values of $m$ and $c$. The critical drift velocity used in the fit of Fig. 4 was $2.6 \times 10^6$ cm/sec and this corresponds to a value of $c$ of

$$c = v_c/1.51 = 1.72 \times 10^6 \text{ cm/sec}$$

$$\text{according to the exact treatment based on the sphere model. (As stated in the text this means an effectiveness of energy interchange about } (1.72 \times 10^6/5 \times 10^5)^2 \approx 10 \text{ times larger than the simple theory.) }$$

Our simplified energy loss equation (A7.27) leads to

$$v_c = 2c$$

so that we shall take

$$c = 1.3 \times 10^6$$
in this section so as to agree with the critical velocities observed in Fig. 2. This leads to a value for $B$ of

$$B = k \frac{520^\circ K}{4m} \left(1.3 \times 10^6\right)^2$$

$$= 12.8$$

(A7.34)

For $A$ we shall take

$$A = \frac{520}{T}$$

(A7.35)

The only other adjustable parameter is $\mu_0$. For this we shall use the value based on Haynes' drift mobility and acoustical scattering.

$$\mu_0(T) = \mu_0 \left(\frac{298^\circ K}{298^\circ K/T}\right)^{3/2}$$

$$= 3600 \left(\frac{298^\circ K}{T}\right)^{3/2}$$

(A7.36)

This value automatically fits the room temperature data in the Ohm's law range. The $T^{-3/2}$ dependence then extrapolates it to the other ranges.

The steady state condition may then be written in the form

$$x^2(1 + Ay)(ABy + Ax^2 - 1) = z^2$$

(A7.37)

where

$$v_r = \left(2hv/m\right)^{1/2}$$

(A7.38)

$$x = v_1/v_r, \ y = v_2/v_1 = (1 - x^{-2})^{1/2}$$

(A7.39)

$$A = \frac{hv}{kT} = \left(v_r/v_T\right)^2$$

(A7.40)

$$B = 12.8$$

(A7.41)

$$z = \mu_0 \left(T\right)E/2cA^{1/2}.$$  

(A7.42)

This form lends itself to calculation of $z$ as a function of $x$. The drift velocity $u$ is then found to be given by

$$u = \frac{v_d}{2c} = \frac{z}{x}(1 + Ay)$$

$$= \left[(ABy + Ax^2 - 1)/(1 + Ay)\right]^{1/2}$$

(A7.43)

If $A \gg 1$, there are three distinct ranges of behavior for $u$ versus $z$:

**Range (I)** $u = z/A^{1/2}$

For $z \to 0$, $x^2 \to 1/A$, $y = 0$ and consequently,

$$u = zA^{1/2} = \frac{v_d}{2c} = \frac{\mu_0 E}{2c}$$

(A7.44)
so that the low field relationship

\[ v_d = \mu_0 E \]  

is correctly given.

**Range II, \( A x^2 \gg 1 \) and \( x < 1 \)**

In this range the electrons are at high temperature but not high enough to excite the optical modes. For it

\[ z^2 = A x^4, \quad x = z^{1/2}/A^{1/4} \]  

\[ u = z^{1/2} A^{1/4} \quad \text{or} \quad v_d = (2\mu_0 E)^{1/2}. \]  

This corresponds to the square root range with a critical field of \( E_c = 2e/\mu_0 \) and \( v_c = 2c \).

**Range III, \( x > 1 \)**

When \( x \) is greater than unity, the optical modes enter the picture. For the three cases considered the values of \( A \) and \( AB \) are:

- \( 77^\circ K, A = 6.75, \quad AB = 87, \)
- \( 193^\circ K, A = 2.69, \quad AB = 34.5, \)  
  \( \quad \text{(A7.48)} \)
- \( 296^\circ K, A = 1.74, \quad AB = 22.3. \)

The large value of \( AB \) means that as soon as \( y \) is appreciably greater than zero, say 0.5 corresponding to \( x = 1.15 \), energy losses to optical modes dominate. As \( y \) approaches unity, the value of \( u \) is approximately

\[ u \approx [AB/(1 + A)]^{1/2} \]  

\[ = (\hbar/4mc^2)^{1/2}/(1 + A^{-1})^{1/2} \]  

leading to

\[ v_d(A, B) = (\hbar/m)^{1/2}/(1 + A^{-1})^{1/2} \]  

\[ = v_c/[2(1 + A^{-1})]^{1/2}. \]  

(A7.50)

For the values of \( A \) and \( B \) given above, the ranges are not completely separated. In Fig. A2 we show the theoretical curves used in Fig. 5, together with the limiting lines just discussed.  

For the middle or 193°K curve, we also show the fit that would be obtained if \( c = 5 \times 10^5 \) cm/sec, corresponding to \( B = 87 \) as for (A7.30). It is seen that this deviates much more from the data than does the curve based
on \( c = 1.3 \times 10^6 \) corresponding to \( B = 12.8 \). The deviation between theory and experiment would be still worse at 77°K, for which temperature the curve of Figure A2 fits the data well, as is shown in Figure 5.

Above range III, the \( Ax^2 \) term makes an appreciable contribution. When \( Ax^2 \) becomes large compared to \( B \), the approximation of taking the acoustical modes to be fully excited becomes questionable. This effect may be estimated by comparing \( kT \) and the energy in an acoustical transition. The ratio is approximately

\[
\frac{P_1 c}{kT} = \frac{m v_x c}{kT} = \frac{h
u \cdot 2c}{kT \cdot v_p \cdot x} = \frac{520 \cdot 2 \cdot 1.3 \cdot 10^6}{300 \cdot 1.26 \cdot 10^7} x = x/3.
\]
On Fig. A2 we show the values of $x$. Equ. (A7.51) leads to values of $x < 3$ for $298^\circ K$ and $x < 2$ for $193^\circ K$. Although the approximation of $hv$ (acoustical) $< kT$ breaks down, extrapolating the acoustical scattering into the higher range involves some compensating effects.

The effective "temperature" $T_e$ of the electrons may be taken on the basis of this approximate treatment to be proportional to $v_i^2$. In order to make $T_e$ become equal to $T$ for zero field, we define $T_e$ by the equation

$$T_e = \frac{Tv_i^2}{v_f^2} = x^2 \frac{hv}{k}$$

(A7.52)

Some temperatures deduced from this equation are also shown on Fig. A2.

Some of the data of Fig. 2 are also repeated in Fig. A2. In addition some earlier data\(^{30}\) are also shown. These data extend to a somewhat higher range and appear to show the upward tendency predicted by the theory. The scale of temperatures indicates that for the extreme conditions experienced electron "temperatures" of about $4000^\circ K$ have been produced.

\(^{30}\) E. J. Ryder and W. Shockley, Phys. Rev. 81, 139 (1950).
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